3.	The Barrel Muon detector

3.1.	General description 

The CMS barrel muon detector is made of four stations each forming concentric cylinders around the beam line: three of them consist of 60 drift chambers each, the fourth, the most outer, of 70. The total number of  sensitive wires is about 195.000.

The choice of a drift chamber as the tracking detector for the barrel muon system was possible due to the low expected rate and the relatively low intensity of the local magnetic field.

The principal wire length, around 2.5 m, is constrained by the longitudinal segmentation of the iron barrel yoke. The transverse dimension of the drift cell, i.e. the maximum  path and time of drift was chosen to be 2 cm or 350-400 ns, depending on the gas mixture. This value is small enough to produce a negligible  occupancy and avoid  the need of multihit  electronics, and large enough to limit the number of active channels to an  affordable value. The final dimension will probably be fixed by matching the number of wires per plane to the multiplicity of readout channels in the electronics boards. The choice of a tube as the basic drift unit was made in order to obtain protection against the damage from a broken wire and to partially decouple contiguous cells from the electromagnetic debris accompanying the muon itself.

The amount of iron in the return yoke is dictated by the basic choice of having a large and intense solenoidal magnetic field as the core of CMS. Two stations are not enough for a reliable identification and measurement of a muon at the LHC. Therefore,  further  stations are embedded within the yoke: with reference to Fig. 3.1.1 the twelve sides of the yoke define twelve thin pockets physically separated by the yoke’s iron ribs. The ribs result in twelve unavoidable dead zones in the F coverage of each station. Their effect  is partially mitigated by avoiding the overlap in F of the iron ribs.

The tubes of each pocket are assembled in a unique rigid body, named hereafter a drift tube chamber. In this scenario, there still exist limited regions of h in which the combined effect of the F and Z discontinuities limits to only two, out of four, the number of stations crossed by a muon.

At momenta larger than 40 GeV, the probability of electromagnetic cascades accompanying the parent muon becomes relevant (see table chapter 2). The only safe way to cope with this effect in the regions where only two stations are available is to have a good tracking efficiency in each station even in the presence of electromagnetic debris. Redundancy is also needed to cope with uncorrelated hit background generated by neutrons and gamma’s whose rate is from 10 to 100 times larger than the one from prompt muons.

Redundancy of information is obtained by having several layers of separated drift cells per station: the separation, i.e. the thickness of the tube walls, should be large enough to decouple the basic units against low energy electrons. The relatively thick wall for the drift tubes, 2 mm, gives an effective decoupling among the several  layers of tubes inside the same station. With this design, the efficiency to reconstruct a high pT muon track with a momentum measurement delivered by the barrel muon system alone is better than 95% in the rapidity range covered by 4 stations, i.e. |h|<0.8 (see chap. 2 and references quoted therein for details).
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Fig. 3.1.1 : Layout of the CMS barrel muon DT chambers in one of the 5 wheels; in all of them the chambers are identical with the exceptions of wheels -1 and +1 where the presence of the cryogenic chimneys shortens the chambers in two sectors; note that in sector 4 and 10 the MB4 chambers are cut in half in order not to have wires longer than 4 meters. Also shown, not to scale, as bold lines the RPC chambers, 2 layers for the MB1 and MB2 chambers and 1 layer for MB3 and MB4.

The constraints of the mechanical stability, the limited available space and the requirement of redundancy pushed us toward a tube cross section of 13 by 40 mm2 pitch. Many layers of "heavy" tubes require a robust and light mechanical frame to avoid relevant deformations due to gravity in the chambers, especially in those which lay in a nearly horizontal plane.

In order to create a solid and light frame, an aluminum honeycomb plate, 128 mm thick,  which separates the sensitive layers of the two groups. The two groups are glued to the  outer faces of the honeycomb. In this design, the honeycomb plays the role of a very light, ideally massless, spacer, the rigidity being given by the outer planes of tubes. A thick spacer also has the advantage of providing a good angular resolution within a station.

A group of four consecutive layers of thin tubes, staggered by half a tube, provides excellent time-tagging capability. A time resolution of a few nanoseconds was obtained in a test beam using common signal processing, technique based on meantimer circuits.

In the case of the LHC, this capability provides local, standalone and efficient bunch-crossing identification. The time tagging is delayed by  a constant amount of time equal to the maximum possible drift-time which is determined by the size of the tube and by the gas mixture. The time resolution was shown, within the angular range of interest, to be largely independent of the track angle, but this requires the cell optics to maintain a linear relationship between the distance from the wire of the  crossing track and the drift-time of the electrons, along the entire drift  path.

The tracking and timing performance of a chamber was optimized with a design using twelve layers of drift tubes divided into three groups of  four consecutive layers, hereafter named Super Layers (SL). Inside each SL, the tubes are staggered by half a tube. Two SLs measure the (R,F) coordinate, i.e. have wires parallel to the beam line, and the third measures Z, the coordinate running parallel to the beam line. A muon coming from the interaction point encounters a F SL first, passes through the honeycomb plate, then crosses the Z SL and the second F SL. The bunch-crossing tagging is performed independently in each of the three SLs by fast pattern-recognition circuitry. This circuit delivers, together with the bunch-crossing assignment, the position of the center of gravity of the track segment and its angle in the SL reference system. The precision is 1.5 mm and 20 mrad, respectively. This information is used by the first-level muon trigger for the time and transverse momentum assignment. It is shown later that the SL is, from all points of view, the smallest independent unit of the design. The mechanical precision in the construction of a chamber is dictated by the CMS requirement to achieve a global track resolution of 100 mm without any local correction to the primary information.

The mechanical precision of the construction of a chamber is dictated by the aim to achieve the global resolution in (R,F) of 100 mm . This figure makes the MB1 chamber precision comparable to the multiple scattering contribution up to pt= 200 Gev. At higher momenta, where the global fit of muon and tracker information gives the best performance, the muon detector contribution to the error is of the same order as the one from the tracker. 

The 100 mm target chamber resolution may be achieved by the 8 track points measured in the two (R,F) SL, if the single wire resolution is better than 250 mm. 

In order to avoid corrections to the primary TDC data, the deviation from  linearity of the space-time relation in each drift cell must be less than  100-150 mm. This figure coincides well with the requirements of linearity from the Bunch-Crossing identifier. The wire pitch tolerance inside one layer and the misalignment between layers  in the same superlayers has to stay within 100 mm. Misalignment between Super Layers of the same chamber should be less than 500 mm and be measured, during assembly, with 100 mm resolution. 

The proposed cell design makes use of four electrodes to shape a homogeneous drift: the wire, the two I-beams enclosing a tube and, in addition, the two central electrode strips. With this arrangement the requirement of 250 mm resolution and 150 mm  nonlinearity can be obtained by operating the tubes at atmospheric pressure with Ar/CO2 gas mixture and keeping the  CO2 concentration in the range from 10 to 20%. The multi electrode design also ensures this performance in the presence of the stray magnetic field present in some regions of the chambers. It is worth noting that, in order to reach this performance of a single tube the precision requirement on the position of the field shaping electrodes, including the wires, is about 300 mm, i.e. considerably less demanding than the 100 mm on the mechanical construction..

For the construction of the SLs, which are, by themselves, fully independent detectors, a full layer of cells is built at the same time by gluing together two aluminum plates separated by an array of parallel aluminum I-Beams. The pitch of the I-Beams determines the larger dimension of the cell, their height the smaller. Five aluminum plates, 2 mm thick, and four I-Beams arrays are glued together to  make a Super Layer.

The SL has an independent gas and electronics enclosure; each SL is assembled and tested individually before being glued to the honeycomb plate and/or to the other SL to form a chamber.

The space for the chamber supports and attachments, the passages for alignment  and the local readout and trigger electronics is provided by a channel running around the border of the honeycomb plate. The channel is approximately as wide and deep as the honeycomb plate thickness, that is about 13 cm. The two channels parallel to the beam line and to the iron ribs house the kinematics fixations to the ribs themselves, and the longitudinal alignment passages. We are studying the possibility to use the two remaining sides one for the readout and trigger electronics collecting the information of the full chamber and the other for the high voltage and test pulse distribution.

Each of the five wheels of the barrel iron yoke contains 50 chambers. All the general services of these chambers, like high and low voltage supplies, slow controls,  terminal and collecting boards of readout and trigger, the higher stages of the CMS trigger and DAQ, the cooling and gas distribution, etc. are located around the wheel on 4 balconies on which space for racks and crates is foreseen. This makes each wheel an independent, large subsystem.

Table 3.1.1 gives  the inventory of the barrel muon DT system. As shown in Fig. 3.2.44 all MB1, MB2 and MB3 chambers are identical for all sectors while the MB4 chambers are different from sector to sector. Furthermore, in wheels -1 and +1 the presence of cryogenic chimney forces, in two sectors, to shorten the corresponding MB1 to MB4 chambers. The numbering of the sectors refers to Fig. 3.1.1.



Table 3.1.1

Barrel Muon System - Inventory of the Drift Tubes Chambers.

���Dimensions���# of channels���Station�Sector�X

(mm)�Y

(mm)�Z

(mm)�Area

(m2)�Weight

(kg)�F�Z�Total��MB1�all�1990�290�2536�5.05�780�376�244�608��MB2�all�2450�290�2536�6.22�970�472�244�704��MB3�all�3030�290�2536�7.68�1190�584�244�816��MB4�1,2,3,5,6,7�4190�290�2536�10.63�1650�816�244�1014��“�8,12�3880�290�2536�9.84�1530�760�244�1048��“�9,11�1990�290�2536�5.05�780�376�244�992��“�4 (*)�5350�290�2536�13.57�2100�1048�244�608��“�10(*)�5966�290�2536�15.13�2350�1176�244�1408��TOTAL (1 wheel)�����350��26576�11712�38288��Grand

Total�����1750��132880�58560�191440��(*) The MB4 chambers in sectors 4 and 10  are split in two.

3.2.	Technical design

3.2.1	Drift cell design
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Fig. 3.2.1 : Transverse view of the baseline cell; also shown drift lines and isochrones, for a typical voltage configuration of the electrodes.

The baseline cell design, shown in Fig. 3.2.1, has a pitch of 40.0 mm by 13 mm. At the center is the anode wire, made out of a 50 mm diameter stainless steel type 304L wire. The cathodes defining the cell width are aluminum I-beams 1.2 mm thick and 9.6 mm high. A plastic profile, made of 0.5 mm thick extruded polycarbonate plastic (Lexan), is glued to the upper and lower parts of the I-beams in order to electrically insulate the cathodes from the aluminum plates. These plates, which are kept at ground potential, form the two remaining sides of the cell. All the prototypes built so far have cells with these dimensions, the final, design might show small changes to obtain the best geometrical coverage. With this geometry, the drift field is formed by putting the wires at positive voltage and the cathode at negative. 
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Fig. 3.2.2 : 3D model of the crimping block; also indicated the 50 mm thick steel wire that must be located (as indicated by the arrow) inside the cut in order to be crimped.

A pair of positively-biased strips is placed at the center of the cell and has the effect of “squeezing” the drift lines,  improving, as will be shown in later sections, the linearity of the space-time relationship and the resolution of the cell. These electrodes are custom-made strips of 0.1 mm thick and 20 mm wide mylar tape on which a 14 mm and 70 mm thick copper strip is glued. The 3 mm mylar on each side of the copper strip prevents sparking of the copper towards the Al plates. The mylar strip is made self-adhesive with an acrylic glue so the bonding of the strip to the aluminum plate can withstand years of safe operation in a zero-humidity environment. The electric field obtained with this geometry indicated above and with the HV settings: Vwire= +3600 V, Vcath.= -1800 V and Vstrip= +1800 V is  shown in Fig. 3.2.5.

The wire length varies, from the smallest to the largest chamber, from about 2 m to 4 m; no intermediate wire support is used. The wires are pulled at a tension equal to 70% of the rupture value corresponding to 2.9 N (about 90% of the elastic limit). The resulting wire sags are 35 mm and 135 mm respectively for 2 meters and 4 meters wires.

The wire is crimped on a massive copper-tellurium block of 4 mm side, see Fig. 3.2.2, in which a 0.1 mm wide, 0.3 mm deep grooves is machined (this 3D figure, like all others shown in this chapter, is the output of a CAD solid modeling computer package where all mechanical details are present; the technical drawings necessary for the various machining are obtained from these solid models). The wire with 0.05 mm diameter is placed in this groove and kept under the nominal tension defined by a weight. Crimping is achieved by pressing the block from the top with a small piston covering about 70% of the groove length. This deforms a small region of the block and causes the groove to close; the material fully envelops the wire, without deforming it. This crimping technique, used in the past for the L3 muon chambers, proved to be a reliable way of terminating the wires. No slipping was observed over a few thousand cells and many years of operation. The wire positioning is defined by means of plastic end-plugs that glued to the aluminum plates at the ends of each cell. Between two subsequent end-plugs, a wire-holding piece is inserted which houses the crimping block. The complete set-up is shown in figure 3.2.3 a),b),c) and d). Within this set-up, all plastic pieces of one layer of cells will be glued and mounted in one single operation. The wires can be crimped in advance and stored at an appropriate place, such that they are easily available for rapid assembly.

The plastic end-plugs also house the necessary HV contacts for the strips, cathodes and wires; 3-D computer models of the I-beam contacts, strip contacts and central end-plug are shown in Fig. 3.2.3 b), c) and d), respectively.  
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Fig.3.2.3 : Details of the various parts used to position the wires and to power the various contacts; in a) (top) the exploded view of the end part of few cells is shown; b) (middle left) spring-like metal contact used to connect to HV the strips of each cell; c) (middle right) the contact for I shaped cathodes and finally d) (bottom) the plastic end-plug containing the wire and the strips contact.

3.2.2.	 Gas mixture

The muon detector is a large-volume detector and will operate underground which raises possible safety concerns. Therefore the gas need to be a non-flammable mixture. Also, its cost should be as low as possible and organic components should be avoided as possible sources of aging. In addition, the gas should have a saturated drift velocity, since the algorithm used in the trigger processor assumes a linear space-time  relationship.

Mixtures of Ar/CO2 satisfy all these requirements, as demonstrated by extensive studies done in the past. These studies showed that  our constraints are satisfied by mixtures with a CO2 fraction varying from 10% to 20%. Below 10%, the quenching properties of the mixture are quite bad, resulting in a short efficiency plateaux, before discharges in the gas occur, while the drift velocity is not saturated beyond a 20% CO2 concentration.

The linearity of the space-time relationship was measured in a test beam using different CO2 concentrations. Figs.3.2.4 a) and b) show, for two of the mixtures, the correlation between the drift-times for two consecutive planes. A linear correlation is expected for the case of a saturated drift velocity; no sizable deviation from linearity is observed in varying the CO2  content up to 18%. The data were taken at Veff = 2100 V (cf. 3.2.3.1).
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Fig. 3.2.4: Correlation of the drift-time in two consecutive planes for two different gas mixtures: a) (left) Ar/CO2 85/15 and b) (right) Ar/CO2 82/18; it can be seen that in both gas mixtures the correlation stays linear. 

The chambers will operate inside the iron yoke and therefore will be immersed in a stray magnetic field region. In the acceptable range of CO2 concentrations (10 to 20 %), the variation of the Lorentz angle is small, the average value being :

�embed Equation.2 ��� ( for E ~ 2 kV/cm and B< 1 T).

Most of the data collected so far with prototypes were taken with carbon dioxide concentration within the acceptable range; the final choice will be made at a later stage. 

Simulation studies were done to optimize the cell optics in order to fulfill all the requirements while using an Ar/CO2 mixture. Figure 3.2.5 shows that, for the final cell configuration, the requirement of a well-saturated drift velocity along the entire drift path of the electrons to the anode is obtained. Simulations of the cell response using the GARFIELD [1] provide reliable predictions which were confirmed by previous measurements.

�

Fig. 3.2.5: a) (left) drift velocity vs. electric field for simulations and measurement with the final gas choice (Ar/CO2 85/15); b) (right) drift velocity across the drift cell; as it can be seen a good linearity is present in the entire cell.

Several measurements were also done in a test beam to verify that the expected behavior was indeed obtained. In particular, a prototype trigger device was used to collect data and we verified that any remaining non-linearity had a small impact on the trigger efficiency, at least for the geometric and magnetic configurations expected in CMS.

3.2.3.	 Definition of the working point

In order to assess the working point and the main features of this detector, extensive tests were performed at the CERN CMS test beam facility. We present here results and relevant studies on the efficiency, drift velocity, linearity and spatial resolution.

The prototypes were operated with an Ar (85%) CO2 (15%) gas mixture and at different Vwire, Vstrip and Vcathode voltages. Since we always kept  Vstrip = -Vcathode the working point will be identified by the two voltages:

-	Vampl = Vwire - Vstrip ,

-	Vdrift = Vstrip - Vcathode.

3.2.3.1   Gas gain

The gain of the prototype cells has been measured using both cosmic rays and a radioactive source (Am241). Since the electric field close to the wire surface, which the gain of the drift cell depends exponentially on, is proportional to a linear combination (Veff ) of the three voltages applied to the cell, the gas gain can be parametrized in the following way: 

	1) �embed Equation.2 ���, where �embed Equation.2 ���.

Several sets of measurements were done, varying each of the voltages while keeping the remaining two fixed. Fits to the data give the following values for the constants in the expression above:

2) �embed Equation.2 ���

Fig 3.2.6 a) is a summary of all the measurements as a function of the effective voltage Veff ; for further details see Ref [2].
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Fig. 3.2.6 : Gas gain as a function of Veff; dots are measurements performed with an Am241 radioactive source while the triangles are obtained with cosmic rays; the fit is described in the text.

3.2.3.2  Efficiency

The efficiency was measured for each half-cell using data taken with orthogonally incident tracks. In Fig. 3.2.7 the average cell efficiency, neglecting dead areas caused by the cathodes, obtained at  different voltage settings is given as a function of the effective voltage Veff , computed by eq. 1) using the fitted b, c values given in 2).

Efficiency measurements made at different voltage settings lie on the same curve, confirming that the gas amplification is the significant parameter affecting the value of the efficiency.
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Fig. 3.2.7 : Cell efficiency as a function of the effective voltage Veff , proportional to the electric field on the wire (a) ; expanded scale (b).

The data show that the efficiency plateau is reached above Veff = 2100 V, corresponding to a gas gain G= 105. The inefficiency is very low, 0.2%, when the chamber is operated at the reference voltages : Vampl= 1800 V and Vdrift= 3600 V.

The dependence of the efficiency on the threshold applied to the signal was studied using the ASD8 electronics [3]. No significant drop of the efficiency was observed when varying the threshold from 1 to 6 fC.

Data were also collected with another chamber prototype using different front-end electronics with a wider range of discriminator thresholds and with Vdrift = 3000 V. The results indicate that no significant efficiency loss occurs for thresholds smaller than 9 fC.

The onset of the efficiency in proximity of the plastic end plugs was measured in a test beam with a scintillator hodoscope with a resolution of ± 2 mm..

�

Fig. 3.2.8 : Efficiency as a function of the coordinate along the wire; x = 0 is where the wire emerges from the plastic end-plug, whereas the I-beam cathodes start at x = +5 mm; as it can be seen the efficiency rapidly reaches full value. The errors on the x coordinate correspond to the indetermination of the impinging beam that was defined by a set of scintillators.

As can be seen in Fig. 3.2.8 where the efficiency is plotted against the coordinate along the wire, the cell already reaches full efficiency at 5-8 mm after the point where the wire emerges from the plastic endplug.

3.2.3.3  Drift velocity

In order to study the drift velocity we make use of the presence of staggered planes in our chambers. For orthogonally incident tracks the sum of the drift-time of two consecutive layers (for a linear space-time relation) is a constant called tmax; in case of inclined tracks the same quantity can be obtained from the drift-time of three consecutive layers by :

�embed Equation.2 ���

The drift velocity averaged along the total drift length is obtained from the relation vdrift= d/tmax where d is the wire pitch minus the wire diameter. Fig. 3.2.9 shows the results from data taken at various voltages and threshold settings.
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Fig. 3.2.9 : (a) (left) Average drift velocity at different voltage settings vs Veff at 2 fC threshold; (b) (right) same as (a) but 4 fC threshold.

For a given threshold value the average drift velocities measured for different settings of Vdrift lie on the same curve, when plotted as a function of the effective voltage, Veff proportional to the electric field close to the wire. The decrease of tmax as Veff, i.e. the gain, increases indicates that fewer and fewer electrons are needed to trigger the detector. The independence of tmax on Vdrift at constant gain indicates that Vdrift is saturated in a wide interval of drift field values.

The dependence of the maximum drift-time tmax on the threshold values and on Veff, and thus on the gas amplification, indicates that the first drifting electron is not sufficient for signal detection. This effect must vanish at high amplification values. However,  a plateau is not to be expected because in the region of high electric field close to the wire the drift velocity is not saturated.
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Fig. 3.2.10 : Effective drift velocities for different orthogonal incident angles.

The variation of the effective drift velocity as a function of the angle of incidence of the tracks was studied by taking data with the chamber rotated around an axis parallel to the electric field (longitudinal angle) and an axis parallel to the wires (transverse angle). The results, shown in Fig. 3.2.10, confirm the expectation that the average drift velocity should be independent of the longitudinal angle and should increase with the transverse angle. In the CMS set-up, the incidence angle of high energy tracks will always be smaller than 200 in the bending plane, and in this angular region no large effects are observed.  Only low momentum muons could enter the chambers with a larger angle, but in this case even a worse resolution is sufficient for the pt measurement. 

The dependence of the apparent drift velocity on the incidence angle can be corrected at the track measurement stage, but this can generate systematic effects on the trigger efficiency, since the trigger algorithm expects the correct alignment of the hits to occur after the fixed delay tmax from the bunch-crossing. A preliminary study of this subject has been reported in [4].

3.2.3.4  Linearity

A linear space-time relationship along the full drift space is essential for the Mean Timer method at the trigger level, as we shall see later.

The linearity of the space-time relation was verified with the following formula:

�embed Equation.2 ���,

where t is the drift-time, r(t) is the density function of the incoming tracks, which can be extracted from the beam profile ( Fig. 3.2.11 a) ) and dN/dt is the drift-time distribution in a cell ( Fig. 3.2.11 b) ).
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Fig. 3.2.11 : (a) Beam profile distribution; (b) Typical drift-time distribution of a cell.

The integral of the drift-time distribution, weighted by the density function r(t), was calculated for each half cell. The resulting integral distribution x(t) was then fitted to a straight line and the deviation from linearity at a given value of t, converted to a length assuming a constant drift velocity, was plotted as a function of the corresponding distance from the wire along the half cell axis. Figure 3.2.12 shows this deviation averaged among the half cells illuminated by the beam. The non-linearity is within 0.1 mm everywhere, well below the intrinsic cell resolution. The drift time distribution of all cells will be continuously monitored during the data taking to check for possible local variations. The method allows to check the drift velocity along a single wire coupling data from Z and F SL.

3.2.3.5  Resolution

The cell spatial resolution after corrections for non-linearities, measured at several amplification voltages and discriminator threshold settings, is shown in Fig. 3.2.13. The values at the plateau are well within the specifications required for the single-cell resolution and give some safety margin for the overall track resolution.
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Fig. 3.2.12 : deviation from a linear space-time relationship.
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Fig. 3.2.13 : Single cell spatial resolution evaluated at different voltage and threshold settings for orthogonally incident tracks.

The dependence of the resolution, measured along the middle plane of the drift cell, on the track incidence angle and position in the cell is shown in Fig. 3.2.14. The values are uniform and within the specifications along the full drift space for a wide range of transverse incidence angles, while a substantial deterioration can be observed for very large angles. However, their influence on the track position error is also reduced by the cosine of the angle, i.e. by 66% at the largest angle.

�

Fig. 3.2.14 : Single-point resolution calculated from the residuals of a track fit at different positions along the cell and for different incident angles.

In order to study the impact of the central electrodes on the cell performance, a prototype was constructed where 50% of the drift cells were not equipped with strip electrodes. The comparison of the resolution obtained for the two types of drift cells as a function of discriminator thresholds and for orthogonally incident tracks is shown in Fig. 3.2.15. In all cases, the resolution is considerably better for cells with the central electrodes.
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Fig. 3.2.15 : Single cell resolution as a function of the threshold applied to the front end electronics; as it can be seen the addition of the central strip electrodes results in a uniform improvement at all threshold values.

Tests were performed also with the 3 m long chamber prototype in a muon beam at CERN. Measurements at points close to the wire ends and at the center of the chamber evidenced a uniform performance along the drift cells.

3.2.4		Aging 

3.2.4.1  Introduction

Under the term “aging” a vast area of effects are grouped whose good understanding is important for the safe and reliable operation of the chambers behavior. Amongst the many, some of the most relevant aspects are:

1.	  long term HV behavior of the insulators

2.	  aging of wires due to pollutants in the gas itself (from e.g. outgassing of electronics boards) or due to accumulated charge during running.

3.2.4.2   Insulators

The breakdown of insulators in a high electric field is a stochastic process. The failure probability depends on the field intensity E and time t, and can be parametrized as

�embed Equation.2 ���.

At  an electric field strength�embed Equation.2 ��� 63% of the samples will fail in a time �embed Equation.2 ���. The behavior over long time intervals can be simulated by increasing the applied field, once the constants g and b have been measured. Figure 3.2.16 shows the scaling law for a mylar sheet of 75 µm thickness. From the fit we extrapolate a failure probability for the field-shaping electrodes of 10-10 in 10 years. This figure appears to be safe enough, even taking into account the uncertainties associated with the large extrapolation needed to compute it.
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Fig. 3.2.16 Average time between HV breakdowns as a function of the applied electric field; the black point is our measurement, triangles from ref. [5].

We did not find similar data for polycarbonate. During tests made with 0.25 mm thick sheets, we did not observe a breakdown after applying an electric field as high as 180 kV/mm for up to several hours. Since we will apply a field of about 4 kV/mm, we do not foresee breakdown problems.

3.2.4.3   Aging of wires

The aging effects of a wire chamber typically fall into two general categories:

1)	loss of gain or of gain uniformity. This effect is  due to deposition of material on the anode  wire surface. The parameter which measures the aging rate in terms of loss of gas gain is:

�embed Equation.2 ���     [ in %/(C/cm)]

where G is the wire gain and Q is the charge per unit length deposited on the wire. A value R < 10 is usually taken as a good aging rate, while 10 < R < 30 is moderate and R > 30 means rapid deterioration.

2)	electrical breakdown usually results in self-sustained discharges or high-intensity dark current. This is due to a coating on the cathode (“Malter effect” [6]). Because of this effect, the dark currents of the electrodes must be monitored.

In the following we estimate the total charge produced per unit length in the barrel DT during 10 years of LHC operation is obtained as follows. The total rate of charged particles, including accelerator related background (mainly n ® g ® e), is less than 100 Hz/cm2 [7]. For each hit a total charge of about 1 pC is generated (assuming a wire gain _ (0.5-1)·105). So the total charge density will be

	10 y · 3·107 s/y · 100 Hz/cm2 · 4 cm · 1 pC = 0.12 C/cm.

This shows that even for a large R value (i.e. R= 30%/C/cm), after 10 years of  LHC operation the gas gain would be reduced by only 4%. A direct test of these effects is foreseen.

3.2.4.3.1 Setup of a material aging test

Material to be tested for outgassing effects is contained in a clean tank while the Ar/CO2 mixture is flowing through it. The dirty gas then flows through a measurement wire chamber cell which is irradiated and whose gain is monitored at the same time. The performance of the “dirty” cell is then compared to a clean reference wire cell which is free of aging effects.
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Fig.3.2.17 :  A schematic of the experimental set-up for aging tests.

The set-up is shown schematically in Fig.3.2.17. It consists of a two-arm apparatus, one with the reference cell and the other with the “aging” cell. The same Ar/CO2 gas mixture, purified by a filter (Oxisorb cartridge [8]) at a level of a few tens ppb of oxygen, flows through both arms. Two identical measurement wire tubes are placed in the two arms and operate under the same conditions (electric field on the wire, gas flow, temperature, pressure). A low-energy X-ray source (for example, a Fe55 source which emits 5.9 keV photons) is used to monitor the gain of the two cells. The electrode currents are also monitored.

In the “aging” arm, before the measurement cell, is the clean, stainless steel tank which contains the material under test. The tank can be heated and/or irradiated to accelerate the outgassing while the gas is flowing. The tank can be replaced by a DT module to investigate its overall outgassing features.

The “aging” tube is irradiated by a Cs137 g source (Eg = 662 keV) with 15 mCi intensity. The gas from the output of the measurement cell can be analyzed by gas chromatography and/or other techniques.

The reference wire cells must be intrinsically safe from the point of view of aging. The two-arm apparatus must be completely metallic (stainless steel, copper and aluminum) without any plastic components and the vacuum tightness must be insured. The inner surfaces must be cleaned to avoid contamination from outgassing. A measurement cell is shown in Fig. 3.2.18. It is a stainless steel cylinder, 35 cm long and with a 35 mm internal diameter. A 50 µm diameter stainless steel wire is clamped by two specially shaped Macor pieces. The Macor [9] is a ceramic which is known to be safe as far as aging [10]. The window for the passage of the soft X-rays is a mylar or kapton foil. They are also known to be safe for the aging [10]. The gas tightness is insured by an indium O-ring pressed against the flange.

�

Fig.3.2.18 : A schematic of a measurement wire cell.

3.2.4.4   Aging and chamber performance

At high-luminosity LHC operation, the DT’s are exposed to hit rates in the range 1-10 Hz/cm2, which are dominated by random hits from low-energy neutrons via n�symbol 174 \f "Symbol" \s 12��g�symbol 174 \f "Symbol" \s 12��e. A direct test of the muon reconstruction performance with a full-size DT under such conditions, before and after aging, is needed.

There is no muon beam matching the required (a) illumination of large areas ( > 10 m2), (b) high rate, and (c) sustained rate. An LHC-like environment for the test of muon detectors was recently built at CERN using two independent beams. The continuous main load on the detectors is generated by a radioactive source; here 20 Ci of Cs137 which deliver 661 keV photons in a 74�symbol 176 \f "Symbol" \s 12��x74�symbol 176 \f "Symbol" \s 12�� solid angle. Depending on the distance from the source and on the conversion probability in the detector (about 2% for the DT cell), hit rates of several KHz/cm2 are obtained. Therefore, the test beam is called the Gamma Irradiation Facility, “GIF”. The detector performance is directly measured with the help of a usual (narrow, low-intensity, pulsed) high-energy muon beam. The detector is moved transversally to expose different points to the muon beam, while still being irradiated over its entire area by the photon source.

Aging tests are done at a rate higher than the nominal one. For aging tests under operational conditions, a 10- to 50-fold increase rate is envisaged, while the calibration measurements are performed regularly at the nominal maximum rate. It must thus be possible to change the photon rate. For this purpose a set of movable lead filters (in three planes) has been constructed, allowing us to vary the photon intensity in 17 steps, with a dynamic range of 10,000. Furthermore, a thin filter ensures a uniform photon rate over a flat detector, rather than over a spherical surface. When testing detectors designed for lower rates, like the DT, a further filter is installed to limit the maximum intensity; the full dynamic range remains thus available.

This facility has first been used to make performance tests at different rates of a large DT prototype, see Sec. 3.9. Aging tests will be carried out in the near future.

3.2.4.5  Other aging tests

The obvious question of whether aging effects, partly enhanced by irradiation, can compromise the electrical and mechanical properties of the insulators and the glues used in the DT, must also be answered by tests. Here, small material samples are sufficient. Exposure to heat, photons and neutrons are adequate to rapidly simulate aging. 

3.2.5	Chamber design 

A drift tube chamber is made of three SuperLayers (SL) ( Fig. 3.2.19) each made by four layers of rectangular  drift cells staggered by half a cell. The wires in the two outer quadruplets are parallel to the beam line and provide the track measurement in the magnetic bending plane. In the inner quadruplet, the wires are orthogonal to the beam line and measure the track position along the beam. A chamber is assembled by gluing the SL to an aluminum honeycomb plate to ensure the required stiffness.
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Fig. 3.2.19 : Drift Tubes Chamber in its final position inside the iron yoke; the cut is in the (R,F) plane. One can see the two SL with wires along the beam direction and the crossed one. In between there is the honeycomb plate with the supports to the iron.

Each SL is made of five aluminum sheets, 2 mm thick, separated by insulated, 9.6 mm high 1.2 mm thick aluminum  I-beams, as described in Sect. 3.2.1 The cell pitch is 40 mm, while the layer pitch is 13 mm. As will be described later, the HV connections to the cells and the front-end electronics are located on opposite ends of the wires. The gas enclosures are consequently  different: on the HV side they contain only the HV and test pulse distribution systems and the gas outlet, whereas on the front-end sides there will be the HV decoupling capacitors, the front-end circuitry, the gas inlet distribution and the necessary cooling for the electronics. This difference means that the resulting dead areas will not be the same at the two ends of the chamber. In the current prototypes, counting as dead space the distance between the position where the wire enters the end plug and the outer face of the gas enclosure there are 70 mm on the HV side and 75 mm on the front-end side. Closer views of these crowded areas are shown in Fig. 3.6.1. These are critical parts of the chambers and a robust R&D effort is ongoing to minimize these dead areas.

�

�

Fig. 3.2.20 : 3D computer model of the gas enclosure of a Super Layer; (a) (top) for the entire SL, (b) (bottom) enlarged part of one end where the details of the gas distribution can be seen.

The gas distribution inside the superlayer is in parallel through all the cells with the input at the front-end side. In order to match the impedance seen by the gas entering all the cells and to minimize the pressure drop that would be inevitable for the case of a simple inlet, we envisage having the gas distribution as sketched in Figs. 3.2.20 a and b. There are two gas inlets at the sides of the chamber; these supplies feed a distribution bar that is placed inside the enclosure and has many small holes from which the gas enters the chamber. The total impedance of the holes matches the inlet impedance. The same structure is present at the outlet. In order to ensure fast filling, a procedure using moderate vacuum in order to remove the air from inside the chambers is also foreseen.

It is very important that the individual superlayers of the DT chambers are gas tight because contamination by nitrogen ( e.g. air) changes the drift velocity by a sizable amount. Figure 3.2.21 shows the variation of the maximum drift velocity inside a cell as a function of the oxygen contamination in the gas. The data obtained with the DT chamber prototypes are compared with simulations based on the Garfield package. A  contamination of air giving 1000 ppm of O2 results in a variation of the maximum drift time of about 10 ns with respect to zero contamination. Since, as will be explained in sect. 3.4.2, the trigger electronics is preset on to a well defined tmax , chambers with varying oxygen concentration could result in a wrong bunch-crossing tag could result.

�

Fig. 3.2.21 : Maximum drift time versus oxygen concentration.

As a consequence, 500 ppm of oxygen contamination was defined to be an acceptable limit for each SL. It is worth noting that in the presence of 2000 ppm of O2 no drop in efficiency was detected.

�

Fig. 3.2.22 : Picture of the corner blocks of a Super-Layer; these pieces also carry the reference marks with respect to which the wire positions are measured.

�

Fig. 3.2.23 : A three-dimensional computer model of the gas enclosure of the Super-Layers;  to improve the comprehension of this picture, the two aluminum plates that complete the box have been removed.

In the DT chambers, the gas tightness of the quadruplets is obtained by gluing profiles  to the outer aluminum skins. In the front face of the superlayer, these profiles are glued to reference blocks (see Fig. 3.2.22), thus forming the corners of the superlayers boxes. The front of the boxes is then closed with plates, containing all necessary  gas connectors, HV connectors and signal output, equipped with O-rings that seal the structure. The 3-D computer model of the gas enclosure for one SL, where the outer aluminum plates have been removed in order to see all details of the gas enclosure, is reported in Fig. 3.2.23.

With this type of gas enclosure and a full-scale prototype (called MB96), we have obtained an oxygen contamination of 10-20 ppm, downstream of the three superlayers flushed in series with ~ 1 volume change per day.

At the assembly phase of the superlayers, before the fifth aluminum plate is glued closing the structure, the reference blocks are glued such that their positions with respect to the wires are precisely known. Thus it is always possible, when the chamber is completed, to determine the wire positions just by measuring the reference marks on the blocks.

Pressure and temperature probes to monitor chambers, ground straps that short-circuit all aluminum planes in order to have a unique ground reference for the signals, front-end electronics and HV distribution complete the equipment that is in the gas enclosures of each SL. 

Each quadruplet is an independent chamber as far as gas tightness, HV and front-end electronics are concerned, and hence it can be fully tested before it is glued to form a DT chamber. 

Finally, it is worth mentioning that industry will supply the raw materials (e.g. wires, Al plates, I-beams, etc.) and more complex items including the honeycomb structures. The latter will be delivered with the correct dimensions and equipped with the C-shaped profile at the periphery that will be used for the supports and for housing part of the electronics. This was already done for the full-scale prototype and Fig. 3.2.24 shows the equipped honeycomb plate that was received from the company and used in the chamber.  

�

Fig. 3.2.24 : A honeycomb plate, complete with C-shaped profiles, ready to be glued to the three SLs of a chamber.

3.2.6		Structural analysis of the DT chambers

3.2.6.1  Introduction

The DT chamber is a complex structure composed of three detection units and a structural skeleton. The width of the chambers ranges from 1800 mm to 4000 mm, whereas the depth is fixed at 2500 mm. The maximum sagitta allowed is 100 mm. To attain this very high flatness requirement, we use aluminum aeronautical honeycomb as the structural skeleton. Moreover, since the positioning of the supports was recognized as the most relevant factor for chambers deformations, we heavily exploited simulations to find the best possible solution. The analysis was performed with the ANSYS ® package.

3.2.6.2  Inputs: limits and model reduction

It was clear from the initial simulations that local deformations were the largest contribution to the overall deformation. A dedicated effort has been made to improve the local structural solution for the supports. The second problem in order of importance was the need for a three-dimensional simulation.

On the other hand, the need to keep the number of elements and nodes below about 20000, above which the CPU at our disposal for these calculations was no longer adequate, required a two-step modeling. At the beginning, we analyzed in two dimensions the properties of each SL in two section planes. These results were used as input to a new "super-layer equivalent" element for the three dimensional large model. A relevant difficulty was found in the impossibility to obtain structural properties for the glue used in the chamber assembly. It has been assumed that the 100 mm thickness could mask, or even completely hide, the typical non-linear behavior of the glue. With these assumptions, a constant Young’s and shear modulus was used as a first rough approximation. This assumptions will be tested with prototypes.

Measurements of the deformations were performed on a prototype consisting of three Super-Layers, 3 m long, glued together in the same configuration as a DT chamber with the two crossed Super-Layers only 0.2 m long; no honeycomb plate was present. The deformation of the structure, supported at the two ends, was 0.404 �symbol 177 \f "Symbol" \s 12�� 0.062 mm. Loading the center of the structure with additional weight, an effective Young’s modulus of 0.083�symbol 180 \f "Symbol" \s 12��1011 N/m2, with a 2% error, was measured, corresponding to a sagitta of 0.361 �symbol 177 \f "Symbol" \s 12�� 0.008 mm without additional weight. This scales to less than 0.07 mm when a 120 mm thick honeycomb spacer is present.

Measurements were repeated on the same 3 m long prototype after about 2.5 years. They showed an increase in effective rigidity, with sagittae reduced to about 40% of the original measurements, probably related to further long-term hardening of the glue. The onset of non-linearities in the sagitta versus point-load relation was at an added point load of 240 kg, which corresponds to four times the prototype’s weight as a point load, or six times as distributed load. The structure did break after 30 minutes with a 550 kg point load, corresponding to about 14 times its own weight as distributed load. It should be remembered that this structure had no honeycomb plate.

3.2.6.3  Analysis

First, a new layered three-dimensional element describing the honeycomb was tested. Results from an exact algebraic method and the discrete analysis were in agreement to within 5%. Then, the discrete simulation was applied to only the skeleton consisting of the honeycomb and its "C" beam enclosures. The simulations showed that it was impossible to reach the deformation goal with a simple isostatic support (three points) even without super-layered detectors. We have thus introduced an auxiliary balancing beam to perform an internal four-point supporting scheme with an isostatic interface to the iron. This auxiliary beam is housed in one of the perimeter "C" profiles. This is also the designed space for supports and services such as electronics, gas, cooling, alignment devices, etc.

As a first step two-dimensional simulations of the super-layers were performed using the geometric models which were accurate down to the smallest detail (Fig. 3.2.25) including thin glue layers. Figure 3.2.26 shows the resulting stresses which reach their maximum value in the vertical portions the of I beams because the bending deformation induces shear stresses on them. In this case, “layered” elements were used to better simulate the glue, plastic insulator and metallic base of the beams. A large number of runs have been dedicated to find the correct thickness of aluminum plates and the inner "I" beams, having as a goal the maximum rigidity with the minimum weight. 

Finally, the 3D model was assembled, using as input the intermediate results obtained from the super-layer analysis. Figure 3.2.27 shows the stress field in proximity of a support.

3.2.6.4  Results

The first, expected, result was that the detector contribution to the global stiffness and rigidity was not negligible. The second was that the supports are a dangerous point for deformation, either local or global, and even more for stresses. In fact, as can be seen in Fig. 3.2.26, the maximum stresses occur near the supports where, in this simulation, the Von Mises stress value has a maximum of 4.1 N/mm2. Another area of concern is the interface between the single superlayer and the honeycomb, as Fig. 3.2.28 shows.

The poor description of the glue characteristics suggests that we should not blindly believe in the numerical stress results. Therefore, three prototype chambers for a destructive test are in preparation in order to cross-check the simulations. For the time being, the soundness of the simulations has only been verified by comparing the predicted deformations with the measured ones. The agreement is within 25%.

The flatness predicted from the simulation of the full chambers is below 0.1 mm for all chambers. 

3.2.7	Chamber construction and tools

3.2.7.1  Introduction

Several prototypes of increasing size and number of layers were built in the last three years. Two of them were four-layer systems, 150 x 64 cm2 in size. One consisted of four Super-Layer chambers 50 x 50 cm2 in area. Two large chambers were also built, one was 1 x 3 m2 with twelve layers, and the second, named MB96, was a real MB1 “final” chamber.

The prototypes were also used to study, develop and improve the tools and the procedures that were successfully used for the production of MB96 and that are described in the following. These procedures are assumed to be “final” in the sense that in the construction of this chamber we followed, step by step, the procedure envisaged for the chamber mass production. Aluminum I-beams and aluminum plates were prepared in advance with tools suitable for mass production. Then the assembly was done on a precision table as it will be done in one of the future assembly lines. In the real mass production of the chambers, in order to achieve a safe construction rate, several of the elementary operations described in the following will be done by the same more refined tool or at the same time. Nevertheless the chamber design and the individual assembly operations will be the same than for this prototype. 

3.2.7.2  Gluing Lexan profiles on aluminum I-beams

The insulated I-beams are a crucial item in the chamber construction because they  guarantee the structural integrity of the chamber and also constitute one of the electrodes that shape the field in the cell. 

�

Fig. 3.2.29 : Drawing of an I-beam and a Lexan strip.

They are assembled by  attaching  500 mm thick extruded Lexan profiles on the top and bottom of the I-beams (see Fig.3.2.29). Tiny ridges on the profile allow a better control of the glue thickness.  The edges are shaped like eaves both to increase the path from the electrode to the ground plane and also to collect any excess glue during the bonding to the aluminum plane. 

Several commercial glues were tested to determine the best bonding agent for gluing the aluminum to the Lexan strip. The choice was made to use slow-curing Araldite (AW106) which gave  the best results in rupture tests and also has been widely used for chamber construction in previous experiments.

The main requirements for the isolated I-beams are:

-	overall thickness within 100 mm of design value

-	overall length within 500 mm of design value

-	a Lexan strip extending 5 mm beyond the I-beam at each end.

To meet these requirements, the gluing operation is done using the following procedure:

1.	the Lexan strips are put in precisely-machined grooves on an aluminum plate and attached to a 5 cm thick honeycomb plane with profiles that define channels to vacuum hold the  Lexan against the aluminum.

2.	the glue is deposited at the center of the Lexan strip with an automatic dispenser, beginning and ending at 5 mm from the ends of the strip

3.	the I-beams are inserted in the Lexan strips and are positioned with precision reference pieces with respect to the Lexan strips.

4.	the aluminum plate, with thick rubber tubing attached corresponding to the positions of the I-beams, is bolted onto the plate holding the Lexan and I-beams.

5.	a pressure of 2 bars is applied to the rubber tubing during the curing of the glue.

After 12 hours of curing time at room temperature, the operation is repeated to attach the second Lexan strip to the I-beam.  

The equipment used to produce the I-beams for MB96, illustrated in Fig. 3.2.30, allowed the gluing of 23 I-beams at a time, but for the final production it will be extended to 33 I-beams. This number is defined primarily by the time needed to distribute the glue and to put the I-beams on the Lexan.

�

Fig. 3.2.30 : Drawing of the equipment used to glue the I-beams and Lexan.

The quality control of the finished I-beams is done with the following procedure:

-	visual inspection of the glue joints

-	measurement of the thickness at three points along the I-beam

-	isolation test at 5000 V in air.

The results of the thickness measurements for the MB96 I-beams, shown in Fig. 3.2.31, have an rms of 50 mm, which is well within the design specifications. 

�

Fig. 3.2.31 : Distribution of thickness measurements for the MB96 I-beams.

3.2.7.3  Crimping the wires

All wires needed for a layer are prepared in advance, with the two ends crimped to the small blocks and tensioned at the mechanical tension of 3.2 N. They are then placed on a storage jig where all wires remain under stress until needed for the chamber assembly.

3.2.7.4   Gluing the strip electrodes onto the aluminum plates

As anticipated in Sect. 3.2.1, in the middle of each drift cell there are, above and below the wire, field-shaping electrodes consisting of copper strips on a self-adhesive mylar backing. These strips are put on the aluminum plates before starting the assembly procedure. This operation is performed on the assembly table by means of the same machine used later for gluing the I-beams. It consists of a head that can move on a frame mounted on the precision table. The head carries the roll of strips, the roll on which the paper protection is wound and a knife to cut each strip to the desired length.

The machine is computer controlled and the operator can specify how many strips of which length the machine lays down for that particular layer.  At the start, the machine will automatically  position itself at the initial coordinate of strip number one and will then process the complete layer. Human intervention is possible in case the end of an input strip is reached, or a replacement strip needs to be layed down to correct a HV problem found in the following tests. The entire operation takes  about half an hour for a plane with 60 strips of 2 m length. At its end, every strip must be insulated with respect to ground; for the time being this process is done manually by encapsulating the strip end inside a mylar tape pocket. This method is labor intensive and is not yet considered as the final choice. The approximate time needed for the insulation of a complete layer is half an hour for each end.

The strips must be positioned with a precision of about ± 0.5 mm; the result obtained for the MB96 prototype are shown in Fig. 3.2.32. As can be seen, most of the strips are well within the limits, but there is still room for improvements.

�

Fig. 3.2.32 : Distribution of the distance of the measured strip position from the nominal coordinate.

Before storing each Al plate equipped with strips a HV test is performed; details will be given in the paragraph devoted to quality controls.

3.2.7.5  Superlayer assembly

All assembly procedures are performed on a precision table equipped with all references for the different tools that are needed for the chamber assembly. The flatness of the table is kept to ± 0.1 mm in order to ensure the quality of the final planes. 

�

Fig. 3.2.33 : Tool for the I-beam transport and gluing.

The first aluminum plate, equipped with the field-shaping strips, is transported to the assembly table and fixed to it using reference pins. All transports are performed with a jig equipped with suction disks that allow plates to be moved without bending. The total lifting power is adequate for the movement of an entire quadruplet. The next operation is the gluing of the I-beams (already prepared with the Lexan insulator) onto the aluminum plate. All I-beams necessary for one layer are placed over the tool (see Fig. 3.2.33) where movable pins, pneumatically controlled, block them at their nominal position. The tool is then lifted with a crane near the assembly table. Before placing the I-beams, one has to put the glue cordons at their correct position. The chosen glue is Araldite AW106. In order to have a uniform glue layer after curing of about 0.1 mm thickness, one has to lay down a cordon roughly 1 mm in diameter. The glue dispensing phase is done using the same movable equipment used for laying the strips after changing the head. In this case, one uses a dynamical mixer where the two glue components arrive from the supply and are inside the nozzle. The procedure is shown in Fig. 3.2.34 where a few glue cordons are being layed down. The speed at which the head could be moved was such that one layer was completed in about half an hour. 
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Fig. 3.2.34 : Laying of glue cordons prior to gluing the I-beams.

�

Fig. 3.2.35 : Insertion of the end-plugs into the tool before gluing.

When the glue dispensing is complete, one brings the I-beam tool to the table and, using the same references as all other tools, places them on the Al plate. The last operation needed is to remove the upper part of the I-beam tooling in order to leave necessary  space to bring the weights which will ensure a uniform contact between the parts that must be glued together. Moreover, one relies on the uniformity of the glue layer thickness in order to meet the specifications on the total superlayer thickness. The necessary pressure is applied with a frame loaded with iron weights, which is brought into position with the crane. The total weight applied onto the glue is 600 kg. corresponding to an average pressure of 1.3 N/mm2.

After a time sufficient for the glue to polymerize, the weights and the jig are removed and one can then glue the small plastic end-plugs that define the wire pitch with the required precision of 0.1 mm. The end-plugs themselves are loaded into the tool ( Fig. 3.2.35) by inserting them into an Alcoa bar. The “cells” inside the bar were made by precision milling and verified with a 3D high-precision measuring device. This is shown in Fig. 3.2.36, where one can see the machined profile resting on precision table and the measuring head which is being moved by computer control onto it.

�

Fig. 3.2.36 : 3D precision measurement of the tool for the end-plug gluing.

	Once all the end-plugs of a row are positioned into the tool, this is moved by the crane onto the assembly table and positioned with respect to the “standard” reference points. The bar is then lowered until the end-plugs were in contact with the fast drying Araldite glue that was previously placed on the aluminum plate. The choice of using fast Araldite for this part is probably valid only for this prototype since during the mass production the end plugs will be glued most likely at the same time as the I-beams and hence with the same glue. After a few minutes, the glue is cured and the jig can be removed, leaving a side of one layer completely equipped with end-plugs.   This procedure is repeated on the opposite side of the plate and then the layer is ready for the mounting of the wires. The time needed for the end-plug gluing for one MB96 layer is about one hour using the same tooling for both ends.

The wiring of the layer is done manually by two operators. Each of them inserts the crimping block (that has the wire already crimped in it) inside the second plastic end-plug (wire holder) that is then placed between two adjacent  glued end-plugs. The operation is very fast and after about half an hour one MB96 layer is wired. At this point, before closing the layer with the following Al plate, a few steps still must be taken, namely:
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Fig. 3.2.37 : Finished Super Layer ready to be equipped with electronics.

a)	insertion of the HV contact for the I-beam through the glued end-plugs;

b)	check the mechanical tension of the wire; 

c)	check the HV contact of the field-shaping strips; 

d)	measure the wire position; 

e)	point-weld the ground straps.

Having performed all the steps described so far, one has finished one complete layer. At this point, one can close it by gluing (with the same procedure described above) the next Al plate that will be the cover for the first layer and the beginning of the second one. The procedure is then repeated until all the aluminum plates are glued except one.

Before gluing the last Al plate and hence closing the superlayer, one must glue some machined aluminum pieces that will be the corner blocks for the gas-tight box, and that are positioned at known coordinates with respect to the wires. These will be the reference marks for any external measurement of the wire position. Together with the corner blocks the profiles closing laterally the gas volume are also glued.

�

Fig. 3.2.37 : Transportation of a finished SL from the assembly table.

After this, the last aluminum plate can be glued and the superlayer is mechanically ready (Fig. 3.2.37)  to be moved to a different table where the necessary work to finish it starts. At the same time on the assembly table  the construction of a new superlayer can begin. The transport of the complete superlayer from one table to another is done, as can be seen in Fig. 3.2.38, with the same tool used to transport the individual aluminum plates.

The last part of the assembly work for a quadruplet consists first in gluing the front cover frame, then installing the boards housing the HV and test pulse distribution systems, the HV decoupling and the front-end amplifiers plus discriminators and finally making the last ground connections. Once this is done, the SL can be closed with the front plate which is equipped with feedthroughs for HV connection, gas inlet and outlet and digital signal output. At this point, the superlayer is a self-standing chamber and can be fully tested under HV before being integrated into the final chamber body.

3.2.7.6  Chamber assembly

The final part of a chamber construction consists of the assembly of the three superlayers and the honeycomb backbone to form a unique body. As we have seen, the superlayers must be glued together to within ± 0.5 mm of their nominal position. 

The procedure used to assemble the chamber is similar to the construction of the individual superlayer, namely:

1.	the first superlayer is brought to the assembly table and fixed with respect to the reference points. The flatness of the SL is guaranteed by the precision of the table;

2.	glue is laid, by means of the same moving head, to form many cordons. These are spaced in such a way as to result, after being pressed, in a fully-covering layer of glue 0.1 ± 0.05 mm thick;

3.	the second superlayer is brought with the crane and lowered onto the first one. During this operation, the superlayer is guided by rollers in order to be in the correct position;

4.	sequence 1 to 3 is repeated until the chamber is finished.
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Fig. 3.2.39 : Full-size prototype showing details of the three assembled SL’s.

The completed chamber MB96 is shown in Fig. 3.2.39.

3.2.7.7  Mechanical  tolerances achieved

The procedure described above was used, as we have seen, to build the first “final” MB1 prototype in order to check whether the most important mechanical tolerances required by the design where kept, namely:

1.	wire positioning within ± 0.1 mm horizontally;

2.	the thickness of a complete superlayer within ± 0.2 mm and ± 0.45 mm for the entire chamber;

3.	hardware positioning of the three superlayers one with respect to the other to ± 0.5 mm;

4.	gas tightness reflecting in an oxygen concentration below 500 ppm at the chamber outlet with a flow corresponding to one volume change per day.

�

Fig. 3.2.40 : Wire-measuring tool.

�

Fig. 3.2.41 : Measured wire positions with respect to their nominal coordinate.

These requirements were checked during and after the MB96 construction. The wire positioning was measured with a tool (see Fig. 3.2.40) that can be positioned on the assembly table in defined positions with respect to the references and that holds a CCD camera. By reading the position of the computer-controlled camera  one could measure the coordinate across a layer by means of an optical bar (resolution around 0.01 mm) and of the vertical coordinate from the readout of a stepping motor (resolution about 0.1 mm). The wire position for all cells of the MB96 chamber with respect to their nominal position is shown in Fig. 3.2.41, after applying corrections for temperature difference between measurements. About 95% are within the desired tolerance. The measured position ca also be used in later event reconstruction.

The thicknesses of the three superlayers were measured by means of comparators and found to be within  ± 0.2 mm. Even more satisfactory was the fact that the complete chamber thickness, after about 50 superimposed glue joints, was measured to be within ± 0.45 mm of the nominal thickness. The superlayers were glued one with respect to the other to within 0.1 mm of their nominal positions by using the relatively simple tool described earlier.

Finally, by flushing the chamber with a flow corresponding to a volume change every two days ( i.e. about a factor two smaller than what is planned for the experiment), the oxygen contamination was measured to be about 30 ppm downstream of the three superlayers which were serially connected to the gas supply. 

3.2.8	Quality controls

As for all detectors used in particle physics, the production of the chambers described in this document will be done in institutions where the manpower could have vastly different work experiences.

Moreover, the chambers, as we have seen, will be assembled by successive gluings and hence inner parts of them will very rapidly become inaccessible. Finally, once installed, the access for maintenance and repair will be at best problematic.

All these considerations, which are quite standard for present-day detectors, call for a well thought effort of quality controls at each stage of the construction in order to have a product quality that is constant and acceptable, be able to spot possible problems at the earliest moment and save precious work and materials.

We will give here a complete list of the checks that will be performed at various stages in order to guarantee that the final product is within specs. They are :

-	I-beams - Lexan preparation : the sandwich consisting of Lexan -I beam - Lexan is a structural element of the chamber and half of the glue joints contributing to the total thickness of the chamber are in these pieces. It is therefore very important that the gluing is controlled by measuring, for each finished piece, the total thickness. Since these pieces are not only structural but also electrical elements of the cells, they must be tested with HV in order to spot possible defects in the Lexan insulator. This test is very important since the presence of a sparking I-beam in a layer will result in at least two adjacent dead cells with no possibility of recovery. For the time being, the test is performed in air at twice the nominal voltage, to account for the different electrical strength in air and in the Ar - CO2 gas mixture.

-	gluing of field shaping strips : as in the previous case, the quality checks performed verify two different aspects: the mechanical and the HV behavior. For the first, the position of each strip is measured in order to correct possible mistakes. After this and having properly terminated the ends of each strip, a HV test (again in air at a voltage roughly twice the working one) is performed. It must be stressed again that the purpose is to spot a problem prior to the use of the plates since a sparking strip inside a finished layer will result in at least one dead cell, with no possibility of repair.
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Fig. 3.2.42 : Measured wire tension for some of the wires installed in the full-size prototype. The nominal value is 3 N.

-	wires : the position of each wire is measured with the tool already described. Then, the mechanical tension of each wire is measured by applying a varying HV which excites a resonance mode. The method works well and has the advantage that one can at any time check whether or not a wire is loose. The results obtained for the MB96 prototype are shown in Fig.3.2.42 for the first 250 wires; the jump in wire tension coincides with a small change in the mechanics of the crimping machine which resulted in a slightly higher tension. We did not check the HV behavior of each wire during the production phase, but it is still not clear whether such a test should be incorporated in the final list of checks. For instance, in the production of the 3 x 1 m2 chamber, we placed the covering aluminum plate (without glue) and made a HV test. This still allows for an intervention in case of problems.

-	strips contacts : the field-shaping strips are connected to the HV by means of a metallic strip inserted inside the plastic end-plug holding the wire. The plug touches the upper and the lower strip of each cell at the same time. In order to minimize the probability that this spring-like contact does not touch one of the strips, both end-plugs in the same cell are equipped with the contact, even if the HV is connected only at one end. Nevertheless, it could be that a cell has one strip which is not connected to HV. In order to spot this, the capacitance with respect to ground of all strips is measured. The method is very fast and capable of spotting the problem. In Fig. 3.2.43, the result for a sample of strips is shown; the distribution is very narrow and the presence of a value roughly half of the standard one would be easily recognizable, as demonstrated in the same figure where for cell nb. 41 one of the two strips  was insulated on purpose before the check.

-	general checks :  finally checks more related to the chamber mechanics are performed such as verifying the various thicknesses and that the gas tightness is within acceptable limits.

   �

Fig. 3.2.43: Measured strip capacitance. One of the two strips of cell 41 was insulated on purpose to verify the procedure.

3.2.9	Detailed station design 

The barrel chambers are distributed inside the five wheels of the barrel yoke. The wheels are movable along the beam line direction for detector access and maintenance. This requires to not have any electrical or service connections from wheel to wheel. The wheels and not the stations, as in the  endcaps, are the functionally-independent sub units of the barrel muon detector. With reference to Fig. 1.1.3, the wheels are numbered as 0, +-1, +-2 following their position along the CMS Z axis. Each wheel houses four concentric layers of DT chambers (Fig.3.1.1). Starting from the innermost one, they are named MB1, MB2, MB3 and MB4. Two RPC chambers sandwich each DT chamber in layers 1 and 2, one RPC chamber is coupled to the inner side of each DT  chamber of layers 3 and 4. The MB2 and MB3 chambers are supported by a precision rails bolted to  the iron ribs that separate the three iron rings of the wheels. To support the MB1 and MB4 chambers, special ribs are soldered to the inner face of the first iron ring and to the outer face of the third. The ribs are staggered in F to avoid an overlap of dead regions. Three special sliding blocks connect the chamber to the rails: two of them slide on one rail and the third on the other in order to have the chamber  isostatically fixed to the iron at three points. A 1 cm clearance separates the detectors outer surfaces from the wheel plates after insertion. This requires the positioning of the supporting rails to the iron to be within 1 mm of their nominal position. No adjustment in this positioning is foreseen. 

The DT and RPC chambers are inserted as a single body during the detector  assembly in the surface hall and can be extracted for maintenance during  the detector operation. Once in position, RPC will be fixed independently of the DT chambers. The insertion/extraction operation will be done only  from the outer faces, the ones at larger Z, for wheels 1 and 2. In the central wheel, the insertion direction is different for the different sectors. Insertion is along the positive Z direction for sectors and along the opposite direction for sectors. The insertion face must be kept clear of non-movable cables and services for  which room is foreseen on the opposite face. The side of the chamber housing the F front-end electronics (and the full readout and trigger electronics in the  onboard option) will be visible on the insertion face of the wheel. This facilitates the access for maintenance and, being at larger Z, offers the possibility of partial compensation of the different times of flight of particles due to the propagation time of the signal along the wire toward the front-end  amplifier.

Each wheel will have an independent cooling circuit and gas system, the main distribution point being probably on one of the two wheel feet. The readout and trigger electronics, the HV and LV supplies and the local Slow Control system for the chambers of each wheel are housed inside crates inserted in four pairs of racks fixed to the four balconies (visible in  Fig.3.6.3 a) and b)) and movable with the wheel itself. Each balcony houses the services of three consecutive sectors of the wheel. For alignment purposes, fiducial marks and LED’s are fixed to the chambers and viewed by CCD cameras sitting on special rigid, radial structures (MAB’s) which are isostatically fixed to the iron wheels 1 and 2(see Sec. 7.2). The appropriate MAB fixed to the insertion face of a wheel must be removed to access the front-end electronics or to extract a chamber.

3.2.10 Integration with RPCs

The DT chambers will be inserted in the experiment inside “pockets” in the iron structure. The same pockets will also house the RPC chambers which are described in detail in another chapter of this TDR. It is evident that there could be interference between these two detectors and a strategy for their mechanical integration must be worked out.

The current working hypothesis considers the DT chamber body as not sufficiently robust enough to support the extra weight of the RPC chambers without being appreciably deformed. The assumption here is that the RPC chamber body is a mechanically rigid body and it is hence sufficient to connect its side supports to the DT chamber borders near the chamber supporting rails. 

It is foreseen that before the installation the DT chamber is also equipped with the RPC (one RPC layer in stations  3 and 4 and two, at both sides of the corresponding DT chamber, in stations 1 and 2) and this body is then inserted as a whole into the apparatus. This assumption still is to be verified in terms of possible losses in the DT chamber’s acceptance, and the mechanical rigidity of the entire structure must be verified both with prototypes and with FEA calculations. It is nevertheless the simplest and most natural solution that reduces the need for rails and other installation structures.

It is evident that this scheme forces the production schedules of the DT chambers and RPC’s to be well matched so that the chambers which must be connected together for the installation are ready at the same time.

Finally, the thermal interference between the two detectors sitting very closely together coming from any internal sources which are not well cooled must be carefully studied. In the final location of the detectors, the thermal dissipation to air is very limited and hence any power which is efficiently cooled locally will to heat up the detectors, giving rise to undesired losses in position accuracy (due to thermal distortions) and stresses on the mechanical structure.

3.2.11 Electrical layout and grounding 

Our experience in equipping previous chamber prototypes led to some conclusions: a) the location of the front-end electronics inside the gas enclosure results in a reduction in connection complexity, dead space, noise and crosstalk; b) the internal HV distribution system and the front-end electronics should be separated in the two opposite enclosures of the SL in order to separate isolation problems. This results in better use of space and dead space reduction; c) the chamber body acts as a unique ground reference for signals and the HV; d) the tolerances in the position of the pin-connections of the cell electrodes is not compatible with a monolithic plug-in structure for both the HV distribution and F.E. circuits. They are therefore connected to the electrodes via short wires.

3.2.11.1  High Voltage enclosure layout
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Fig. 3.2.44 a): Layout of the gas enclosure of a Super Layer at the HV side.

The HV distribution is based on six-layer PCB's, each one servicing 16 DT cells: 2x8 in two adjacent planes of a SL. Each PCB layer feeds the HV to one type of electrode (cathodes, strips or wires) of the eight cells of a plane. The voltages are distributed via 50 M_ hybrid resistors: one resistor per wire and one resistor per two strips pairs or cathodes. Each layer of the PCB is powered by a separate input line so that any fault will affect only the cells of one plane of a SL. A distributed ground surrounds all connections in the different layers, which are also staggered to avoid crosstalk among the various electrode connections. The connections to the cell electrodes are made, in the present prototypes, with short wires (3.5 cm) terminating at the appropriate contact. These wires are carefully positioned in front of their respective cell electrodes to avoid criss crosses and cabling mistakes. The PCB is positioned and fixed to the aluminum plate between layers by means of three strong spring-contacts which act as mechanical support and ground connection at the same time. Each PCB is isolated with an appropriate HV insulating varnish; tests are foreseen to check for possible outgassing. HV inputs of the PCB's can be daisy-chained and the actual number of cells powered by a single primary line will depend on the segmentation in the HV distribution tree. The segmentation implemented in the MB96 chamber has one primary strip or cathode line per half plane of a SL and a primary line for every eight wires (two per PCB). Figure 3.2.44 a) shows the connection of the HV PCB’s, while Fig. 3.2.44 b) depicts the cross section of the two PCB's connected to the aluminum plates and to the cell electrodes.

An additional important feature of the HV PCB's is the Test-Pulse system: in each board, two strip-lines are embedded and AC coupled to the wire connections of one cell plane (TP up to the eight upper cells, TP down to the lower eight ones). The coupling is realized via one pad per wire with a capacitance of 1pF. The two strips can be operated independently by injecting voltages of variable amplitude. As shown in Fig. 3.2.44 a), four PCB's are connected to several TP lines: an external fan-out circuit is needed to operate the TP lines of all the PCB's. The cover of the enclosure supports two HV input connectors and the gas collector pipe. All I/O connections to the enclosure pass through gas-tight connectors in the cover.

3.2.11.2 Front End enclosure layout
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Fig. 3.2.44 b): Layout of the gas enclosure of a Super Layer at the front-end side.

With reference to Fig.3.2.44 a) and b), in each SL the Front End circuitry is located in the opposite side enclosure of each SL with respect to the HV distribution. FE's are grouped in PCB's servicing 16 channels (four channels by four layers of the SL). Simple boards supporting HV coupling capacitors interface the wire pins to the FE boards. These coupling boards are connected to the anode wires via short connections (3.5 cm) terminated with 1 mm diameter isolated contacts, and are positioned and fixed to the central aluminum plate by means of two strong spring-contacts acting as both mechanical support and ground connection. FE PCB's connect to the coupling board via strips of contacts guided by slightly longer leads. The FE board is a multilayer PCB where input and output lines are kept on different layers separated by a ground plane in order to avoid any input/output crosstalk. The crosstalk among input lines is kept under control by the distributed ground. The differential outputs of each PCB are fed via a short flat cable to a gas-tight connector on the cover of the enclosure. Besides the Front End chips the PCB's will also accommodate a temperature sensor and trimming circuits for the threshold. A common threshold line is daisy chained to all the FE PCB's in a SL. Independent threshold values can be assigned to the SL of a chamber; equalization among channels may be adjusted with four-channel granularity (four chips) at installation time. Two lines, CK and R/W, are common to all the PCB's in a SL and are dedicated to control the programming of the internal masks of the Front Ends. Four T lines collect temperature information from four PCB's along the enclosure.

The power dissipation of the FE's is less than 50 mW per channel, i.e. 0.8 W per PCB. In order to dissipate the heat produced on the board and prevent it from flowing towards the cells, a copper spring is soldered to the ground plane along the central axis of the PCB just on the opposite side and in correspondence to the pinstrip connection for the coupling board. The copper spring touches the cover of the enclosure when this is closed, thus conveying the heat towards the outside. The aluminum cover will contain two pipes: one for the cooling water (thermally connected with the gas enclosure) and the other one conveying the gas mixture through tiny holes pierced along the length of the pipe.

Each PCB will be protected by a fuse on the incoming LV power lines. A bus bar distributes the +5 V, +2.5 V and GND to the PCB's. All control and monitor lines like CK, R/W, THR (Threshold) and T (Temperature) are connected to the Chamber Control Board. All I/O connections to the enclosure pass through gas-tight connectors in the cover.

3.2.11.3  Grounding

The reference potential of all the signals and power lines should be the chamber body itself. The chamber must be properly connected to the iron yoke to which it is mechanically attached. All the glued elements of the chamber, like the aluminum plates, frames and covers, are connected to each other by means of point-welded copper strips at distances no longer than ~30, cm so that the chamber body is as much as possible a true ground cage.

3.3.	Front end electronics

3.3.1	General

The front-end electronics for the barrel muon detector must satisfy many stringent requirements. Its basic functions are to amplify the signals coming from the detector, compare them in the fastest way with a threshold and send the result as a logic signal to the trigger and readout chains using twisted-pair cables. 

The analog part (the amplifier) must exhibit low noise in order to allow operation of the drift tubes at low gain, which is advisable for reliability and lifetime, together with a fast shaping time to avoid degradation in spatial resolution.

The comparator has to be very fast and precise in order to have a time response independent of the amplitude of the signals and to keep good uniformity among the channels, especially at low threshold values where it is supposed to operate. The cable driver should not reduce the overall performance.

The possibility to mask off single channels has to be implemented in order to preserve downstream electronics from undesirable noise. All of the above characteristics are subject to the main constraints of little space, minimum power consumption and affordable cost. 

A prototype ASIC has been produced using AMS 1.2 µ BiCMOS technology. This integrated circuit contains two independent channels made of a charge preamplifier followed by a precision discriminator and a pulse stretcher, capable to drive long twisted-pair cables. The block diagram of the chip is shown in Figure 3.3.1. The chip was used in the test beam and some results have been shown in sect. 3.2.3.

Two other types of front end circuits [3,11] have been used in tests. Each one partially fulfilled the above requirements. To meet entirely our specifications, the BiCMOS ASIC was chosen as the baseline.

3.3.2	Circuit description

The preamplifier is of the charge input type with a designed decay time constant of 50 ns and a sensitivity of 2 mV/fC (d-function input). Simulations give a noise of about 1000 electrons r.m.s. at zero detector capacitance with a slope of 50 electrons/pF (BW=500 MHz). It employs a mixed folded-unfolded cascode circuit with GBW=1 GHz (simulation), followed by an emitter-follower that drives the output pad for a total of 4 mW power drain at 5V. Saturation occurs with 1 pC signals, while input impedance of 180 _ is close to the drift tube characteristic impedance of about 300 W .
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Fig. 3.3.1: Block diagram of the ASIC prototype

The discriminator design includes a latch and a hysteresis network to prevent noise retriggering. The output is level-translated to feed the cable driver which is a low-power, differential one: it works from a 2.5 V supply and drives a 50+50 _ ground-referenced load to a level of 300+300 mV, while consuming less than 20 mW. One tap in the driver triggers a one-shot that, when active, enables the latch in order to detect short pulses from the discriminator when the input is just over the threshold. The circuit then stretches the output in such a way as to overcome the bandwidth limitation of the long cables. This “capture” function is externally enabled by a voltage level applied to one pin, and the duration of the one-shot pulse is programmable in the range 20-150 ns by means of an external analog level.



3.3.3	BENCH TESTS

A total of 80 prototype ASIC’s have been produced in two different Multi Project Wafer runs with resistor values differing by a factor of two, much more than the maximum process tolerance, resulting in a power consumption of 30 and 40 mW per channel. The yield was higher than 80%. We ordered untested chips and all working parts have been tested in detail: the results are shown in table 1.

The preamplifier performance agrees very well with the simulations. The sensitivity was measured to be 2.1 mV/fC on average at zero detector capacitance and the slewing rate about 400 V/µs. Input impedance in the range 3 MHz - 300 MHz is adequate for our purposes since the drift tubes are connected via 470 pF capacitors whose reactance dominates at lower frequencies.

The rest of the chain, the discriminator, the one-shot and the output driver have also been tested with respect to supply and temperature variations and have shown very good performance in their DC and AC characteristics. The most important results are listed in Table 3.3.1. 

From data on the discriminator offset and hysteresis, threshold variation among different channels can be calculated. The maximum variation is ±0.6 fC when the preamplifier is AC coupled to the input of the discriminator. This connection has been used with the 30 mW ASIC version equipping a small prototype muon chamber, which was exposed to a test beam and successfully worked at a threshold of 2.5 fC. 



Table 3.3.1

 Main characteristics of the ASIC prototype.

CHIP VERSION�30 mW�40 mW�Units��preamp.     ENC�1000+40.CD(pF)�1150+34.CD(pF)�e-��preamp.     rise time�3.5 +0.3.CD(pF)�3.0 + 0.2.CD(pF)�ns��preamp.     Zin�180�130�W��discrim.     offset�0 ± 0.9 max�0 ± 0.9 max�mV��discrim.     hysteresis�2.4 ± 0.4 max�2.4 ± 0.4 max�mV��discrim.     Vcm�1 - 3.8�1 - 3.8�V��discrim.     t pd�3.3 ± 0.4 max�3.0 ± 04 max�ns��discrim.  tr (in=1mV/ms)�3.0 ± 0.3 max�2.7 ± 0.2 max�ns��discrim. tr (in=10mV/ns)�2.8 ± 0.3 max�2.5 ± 0.2 max�ns��discrim. bandwidth�150�190�MHz��discrim. min input width�4�3�ns��one-shot dead time�15�12�ns��

Another important characteristic of the entire chain is the time walk or the difference in time response to different input levels. We have measured less than 2 ns difference when varying the input charge in the range 2.5 fC to 1 pC, while keeping a constant threshold of 2 fC. Such a value is not expected to change appreciably if the threshold is raised by a factor ~ 2. 

3.3.4	Future developments

Tests performed on this chip confirm that our basic requirements are already satisfied, while also suggesting the most useful improvements one can implement in the next version. The next generation chip has been already designed and ordered using 0.8 m BiCMOS technology. The smaller scale technology will increase the performance/power ratio and will also improve the matching of components critical for the offset. In this way, it has been possible to include a baseline restorer without significant degradation in precision and noise, thus allowing a DC connection between the discriminator and the amplification sections. The amplifier could also include the cancellation of the signal tail produced by the slow ion drift and of some kind of shaping, although the particle rate foreseen in the experiment does not make this mandatory.

Another improvement in the design has been to make the output driver compatible with the LVDS standard in such a way to use a commercial component or a standard cell at the receiving end of the cable. This could also reduce the power consumption for this stage. 

The next  step will be to integrate four channels into one chip, a number that better suits the detector geometry, and include in the chip a mask register to suppress noisy channels. 

3.4	Readout and trigger electronics

The trigger and readout electronics are integrated in a complex system, sharing wire chamber signals, Timing and Trigger Control (TTC), power supplies, cooling and mechanics. The block structure of the chamber electronics  is shown in Figure 3.4.1.
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Fig. 3.4.1 : Block scheme of the DT chambers electronics.

3.4.1	Readout electronics

3.4.1.1  Overview

The system is basically composed of readout boards (ROB) and readout servers (ROS and ROS Master). All these units are housed in crates which are placed in racks on the balconies. A block diagram of the system is shown in Fig. 3.4.2.

3.4.1.2  Front-end signals and cables

The front-end electronics, placed inside the gas volume, will provide discriminated differential signals at a feed-through connector grouping, 16 channels together. These signals will be taken to the Read Out Boards (ROBs) by a 25 m twisted-pair cable.
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Fig. 3.4.2 : Block diagram of the readout electronics.

3.4.1.3  ROB

Each ROB will hold four 32-channel TDC circuits and will receive up to 128 differential signals from the FE. (Fig. 3.4.3). These signals, presumably LVDS, will be converted by 32 4-channel differential line receivers and sent to the TDC’s.  
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Fig.3.4.3 : Block diagram of the TDC readout board.

In order to simplify the overall electronics design and minimize the number of components, converted signals are also sent to the trigger logic which is placed nearby.

At present, our interest is focused on the “32-channel general purpose TDC” developed by the CERN-Microelectronics Group. It is a good candidate to populate the 1680 ROBs required for the readout system.

This a highly programmable 32 channels TDC based on the Delay Locked Loop (DLL) principle. It has a time bin of 0.78 ns at 40 MHz, with a dynamic range of 21 bits. Each channel consists of two time registers where measurements are stored until they can be written into a common on-chip 256-word deep event buffer. With this mechanism, the two-pulse resolution is 15 ns. A trigger-matching function selects hits related to a given trigger, i.e. hits located within a programmable time window to accommodate the maximum drift time). Overlapping trigger are also supported. As a hit may belong to several closely spaced triggers (it falls inside several trigger windows), a fast and efficient search mechanism, which takes this fact into consideration, has been implemented as two search pointers and two programmable pointer windows. After trigger matching, data are passed to a 32 words deep readout FIFO. In this way one event can be readout while another is being processed by the trigger matching. Readout of data is performed via a synchronous bus, which can be shared by several TDC’s [12].

In addition, ROB boards will receive signals from the TTC (clock, trigger, BC counter reset, etc.), and the from control (TDC configuration,  channel masks, status query, etc.).

3.4.1.4   ROS

After digitization, data are collected by one dedicated ROS per chamber, and sent to its corresponding ROS Master in one data block per trigger.

3.4.1.5 ROS Master

Each ROS master receives data from the ROS servers corresponding to one sector (four chambers). Data belonging to one event will be packed in one data block and sent to a FED. An optical data link connects each ROS master to its corresponding FED. The required bandwidth of this link is 80 Mbytes/s.

3.4.1.6  TDC measurements

Several tests have been performed on the 32 channels TDC, namely: 

-	 time resolution

-	 linearity

-	 cross talk

-	 double hit resolution

-	 radiation tolerance

Also a set of necessary capabilities have been checked:

-	 overlapping triggers

-	 programmable trigger window

-	 programmable trigger latency

-	 raw data readout

-	 multi chip readout

-	 JTAG programmability

-	 channel masking.

For all time measurements a pattern generator has been used (Tektronix DG2020, clock jitter �embed Equation.2 ��� 50 ps). An example of this test is presented in Fig. 3.4.4, in which a hit is delayed in steps of 100 ps. The time measured, the time error and the corresponding histogram are shown.
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Fig. 3.4.4 : Test of the TDC chip: linearity and resolution measurements in small dynamic range. Left hand side picture shows a 100 ps time sweep over 25 ns (top graph) and the corresponding deviations from the expected values (bottom graph). On the right it is shown the histograms of the residuals.

The expected distribution is flat, with limits at ± 0.39 ns. The table 3.4.1 summarizes the main test results:

Table 3.4.1

TDC prototype test results

Time resolution�< 0.5 ns��Cross talk (influence on resolution)�< 0.2 ns��Two hit resolution�15 ns��Three tracks resolution 

(8 hits per track)�275 ns��Radiation tolerance

(tests not completed)�> 8000 rads��3.4.1.7  Operation

The design parameters of the readout system have been:

-	 trigger rate �embed Equation.2 ��� 100 KHz

-	 track rate �embed Equation.2 ��� 1 track / cm2 / s.

Since each track can produce up to 48 hits (i.e. one per layer), and each hit is 3 bytes big, an estimated event size of the order of 4 Kbytes is expected, corresponding to 30 tracks per event with a sector cross section of 5 m2.

A TDC channel will provide a datum whenever there is a hit on its corresponding wire and within the trigger window.  At the reception of a trigger, all data available from the four TDC devices placed in every ROB will be sent to the corresponding chamber server (ROS). At each ROS, data will be packed in one data block and sent to the corresponding ROS Master (one per sector).

In the ROS Master, data blocks corresponding to the four chambers of one sector will be merged into one single block and sent to the corresponding FED. Summing the whole detector, the DAQ will receive 60 blocks of data for every trigger, one from each sector.

The following table shows the sequence of events from the arrival of a trigger at TDC to the arrival of data to the FED. The estimated delays are minimum values. As a time-scale reference, the mean time between triggers is 400 bx.



Table 3.4.2

Readout delay estimates (units are in bunch-crossings).

Event�Delay�Cumulative time��Arrival of trigger to TDC�0�0��TDC data ready (1)�10�10��ROB data sent (2)�38�48��Transmission to ROS (3)�3�51��ROS data sent (4)�64�115��Transmission to ROS Master (5)�7�122��ROS Master data sent (6)�100�222��Transmission to FED (7)�26�248��Notes:

1.	Mean time required for the trigger matching mechanism;

2.	Time required to fetch data from TDC’s common bus and serialize data into the transmitter;

3.	transmission time for the last serialized byte;

4.	time required to fetch data from  each ROB of a chamber and serialize data into the transmitter;

5.	transmission time of the last serialized byte over 25 meters of cable;

6.	time required to fetch data from four chambers and serialize data into the transmitter;

7.	transmission time of the last serialized byte over 120 m of optical fiber.

3.4.1.8  On-chamber electronics

The placement of the trigger and readout electronics on the periphery of the iron yoke, in a position accessible without opening the detector, has clear advantages for the commissioning and the long-term maintenance of the detector. This has been therefore chosen as the base line solution since the Technical Proposal.

However, space is available around the honeycomb plate to house large parts of the electronics if sufficient miniaturization can be reached. Recent studies on the reliability of the electronics do not appear to exclude its use in positions of difficult access. This option has a big advantage in terms of the overall cost. To allow a complete study of important aspects of this solution, such as the reliability, effectiveness of cooling and integration in the chamber, it has been agreed that in the realization of the electronics prototypes, “the prototypes will be compatible with a chamber on-board installation”.

3.4.2	The trigger electronics

3.4.2.1  Overview

Aim of the trigger electronics of each drift chamber is to select trigger candidate segments, to measure their position and direction and to provide bunch-crossing identification.

Trigger candidates are ordered in quality, with priority to segments with small bending angle. The data are forwarded to the Muon Regional Trigger which looks for tracks correlating segments in different stations.

Each muon station is composed by two SuperLayers (SL) in the j-view and by one SL in the q-view. Each SL is made of four layers of drift tubes.

Candidates are selected independently in the j-view, perpendicular to the beam-line, and in the q-view.

The trigger front-end devices are called Bunch and Track Identifiers (BTI). For each SL, the BTIs generate a trigger, when at least three hits  are aligned along a valid track pattern, and measure the position and direction of trigger candidate segments. The trigger is generated after a fixed amount of bunch-crossings (bx), thus enabling bx identification. Triggers generated by the alignment of four hits have top quality. 

In the j-view the BTI data undergo two further steps of processing. In the first step, Track Correlator (TRACO) devices are used to correlate segments of the inner and outer SLs, thus reducing the noise and improving the angular resolution. Correlated high quality segments are assigned top quality. Every TRACO selects up to two trigger candidates, looking for the two best  segments, i.e. with the higher quality and with the smaller bending angle. In the second step the Trigger Server of the j-view (TSj) looks at all segments transmitted by the TRACOs and selects the two best  segments in the chamber.

 In the q view the BTIs select only tracks pointing to the interaction region. Through the Trigger Server of the q view (TSq) the OR of the BTIs outputs is transmitted to the TRACOs of the corresponding j-view, where it is used for additional noise reduction. The trigger information is transmitted synchronously from each TS via optical links to the Muon Regional Trigger.

3.4.2.2  The BTI

The Bunch and Track Identifier (BTI) has been studied for groups of four layers of staggered drift tubes (i.e. a Super Layer) with the aim of identifying tracks which give a signal in at least three of the SL planes. We present the basic description of the device; more details can be found in [13]

Each BTI is connected to nine wires of four layers allocated as shown in Fig. 3.4.5.
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Figure 3.4.5 :Layout of the group of cells connected to a single BTI chip. The computed parameters are also shown.

The BTI collects the signals of the wires and injects them in one (or more) shift registers where they propagate at a speed corresponding to the drift velocity of electrons in the DT’s. After a number of clocks equal to the maximum drift time divided by the clock frequency the position of the hits in the register reproduce the position where the track crossed the layers. The time, i.e. the clock number, at which at least three hits “align” inside three shift registers belonging to three different layers is recognized by the BTI comparing at each clock the relative positions of the hits running in the shift registers. This is done using the positions as input data of a number of equations.

 The parameters computed from the BTI are the coordinate x, computed in the SL central plane, and the angular k-parameter, k = h tan y, where y is the angle of the track in the plane normal to the wires and h = 13 mm  is the distance between the wire planes.

The track information is flagged by a strobe signal (TRG) and is transmitted with fixed delay equal to the maximum drift-time, TMAX, plus four clock cycles needed for input-signal synchronization and BTI calculations. Then, the nominal delay of the TRG signal with respect to the particle crossing of 20 bunch-crossings takes place. The BTI operation is summarized in Fig. 3.4.6.
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Figure 3.4.6 :Block scheme of the BTI functional operation

The BTI algorithm to find candidate track segments computes in parallel several track patterns hypotheses: a pattern is identified from a sequence of wire numbers and labels stating if the track crosses the tube on the right (R) or left (L) of the given wire (e.g. in Fig. 3.4.5 the track corresponds to the pattern 5L3R6L4R). Any given pattern includes six pairs of planes (AB, BC, CD, AC, BD, AD), each one providing a measurement of the position (through an x-equation) and the k-parameter (through a k-equation) of the track. The definition and the full list of the preloaded patterns is available in [12].

The value of k  is proportional to the distance between the pair of hits inside the shift register at any clock cycle and corresponds to a rough measurement of the track direction at that cycle. Since the hits are shifted inside the register, this value is time dependent. Therefore, each pair included in a pattern gives its own measurement of the track direction: the hits are aligned when, after applying the pair-dependent proportional factor, the values of the k-parameter of each pair are equal within the tolerance defined below.

At every clock cycle all k-equations  are computed and a BTI trigger is generated if at least three of the six k-parameters associated with any of the patterns are in coincidence. The tolerance on the coincidence of the k-parameters is defined according to the resolution of each pair, which in turn depends on the distance between the wires and was chosen to allow a maximum cell linearity error equivalent to 25 ns. This coincidence allows the bunch-crossing identification, owing to the time-dependence of the k  value.

If there is a coincidence of all six k-parameters, the trigger corresponds to the alignment of four hits and is marked as a High Quality Trigger (HTRG). In any other case, with a minimum of three coincident k-parameter, due to the alignment of only three hits, it is marked as a Low Quality Trigger (LTRG). The angular resolution of LTRGs is track pattern dependent and is generally worse than the one for HTRGs. If in a cycle several track patterns give a response, the HTRG is chosen as the triggering track pattern. If there is more than one HTRG or the triggers are all LTRGs, the first one, in an arbitrarily defined order, is selected.

Given the high (~5%) probability for a hit to have the wrong timing due to the presence of d-rays, to have a high efficiency it is mandatory to accept also LTRG. This is however a substantial source of background, since two effects can create false triggers. First there is a large probability that the alignment of four hits at some clock step produces the alignment of just three of them at the step just before or after the HTRG signal, thus generating “ghost” LTRG candidate tracks. Second there is some probability that a random LTRG could happen with some pathological k-parameter due to the left-right ambiguity, that is duplicating the possible choices for every hit. The noise reduction of the former kind of “ghosts” is obtained issuing the LTRG signal only if at the neighboring steps there is no HTRG generated: this mechanism is called Low Trigger Suppression (LTS). The frequency of the latter kind of “ghosts” is only reduced in filters applied in the next trigger stage.

The impact position of the muon does not enter the track-selection algorithm. It is computed only for the selected triggering pattern. The position and angular resolution of the device depend on the drift velocity and on the sampling frequency. For a nominal drift velocity of 50 µm/ns and a sampling frequency of 80 MHz, the angle is measured with a resolution better than 60 mrad, while the position is measured with a resolution of 1.25 mm (for HTRG). 

With the present geometric parameters of the chamber, the angular range is nominally yMAX = ±55°, although the acceptance falls rapidly beyond 45°. This is adequate for a full acceptance down to pt = 4 GeV/c.

A single BTI is connected to nine wires. Since neighboring BTI’s are overlapped by five cells to guarantee full angular coverage for any impact positions of the tracks, each SL is in fact equipped by one BTI every four cells.

 The k-parameter and the position of the track, coded in six bits, plus one trigger quality bit, marking HTRG or LTRG (H/L), are transmitted to the TRACO on the BTI track-data bus. Only one track per bunch-crossing per BTI is forwarded to the TRACO.

BTI ASIC prototypes were produced and tested; their response to a sequence of 20000 tracks generated with a Montecarlo program in the interval ± 60o and fed to the chips with a pattern generator completely matched the expectations. The BTI efficiency as a function of the track angle is shown in fig 3.4.7 a). The uppper curve gives the triggering probability at the expected bunch crossing, whereas the lower one gives the probability to get only wrong HTRGs. Figures 3.4.7 b) and 3.4.7 c) are the time distributions respectively of the high quality and low quality triggers. The right output time corresponds to bin 22. No LTS algorithm has been activated for this test.

�

Fig. 3.4.7 : a) BTI efficiency and high quality noise versus track angle; b) High quality trigger time distribution; c) Low quality trigger time distribution.

3.4.2.3  The TRACO

The TRACO processor receives the information from a group of BTI devices and tries to find the pair of BTI track candidates from the two j SL that fits the best track, linking the inner superlayer track segments to the outer superlayer track segments.

The chip now being developed connects four BTI’s of the inner superlayer to twelve BTIs of the outer superlayer, allocated as shown in Fig. 3.4.8. The block diagram of Fig. 3.4.9 describes the TRACO functional operation.

�

Figure 3.4.8 :Layout of one TRACO in a chamber. The computed parameters are also shown.

�

Figure 3.4.9 :Block scheme of the TRACO functional operation.

The algorithm first selects independently the best  segment among all the candidates in the inner superlayer and the outer superlayer by means of a sorting operation. The selection criteria are programmable and take into account the proximity of the candidate to the radial direction to the vertex, in order to give priority to the higher pT tracks, and the trigger quality (H/L). Then, after converting the positions and k-parameters of the two track candidates into the correlator reference system, it computes the position and the k-parameter of the correlated segment. The k-parameter of the correlated segment  is compared with the k-parameters of the track candidates selected in the inner and outer superlayers. If these tracks-segments match within a programmable tolerance, the correlated track is forwarded to the TSj for further selection. If the matching fails, the correlator forwards one of the two segments as an uncorrelated track depending on a preference list that includes the parent superlayer (IN/OUT) and the quality bit (H/L) of the two candidate tracks. If only one superlayer triggers, no correlation is possible, and the available track segment is forwarded as an uncorrelated track.

The parameters computed for the correlated tracks are:

�embed Equation.2 \* mergeformat ���.

The angular resolution of the k-parameter for a correlated track is 10 mrad for the nominal drift velocity, i.e. a factor six improvement with respect to the BTI calculations, while the resolution of the position remains unchanged.

Therefore, the correlator can output tracks falling in the following categories:

HH		correlated track with HTRG in both SLs

HL+LH	correlated track with HTRG in one SL and LTRG in the other one

LL		correlated track with LTRG in both SLs

Hi		uncorrelated track with HTRG in inner SL

Ho		uncorrelated track with HTRG in outer SL

Li		uncorrelated track with LTRG in inner SL.

Lo		uncorrelated track with LTRG in outer SL

The track output values are converted to an angle via a LUT and sent to the Trigger Server on a data bus using 9 bits for the angle corresponding to the k-parameter and 12 bits for the angle corresponding to the position. They are accompanied by three quality bits identifying HH, HL+LH, LL, Hi, Ho, Li, Lo track candidates.

As remarked earlier, uncorrelated LTRGs are contaminated by a large amount of noise. To reduce this noise, a programmable coincidence with the time of the triggers given by the BTI in the Q SL is foreseen.

In order to allow the identification of two muons inside the same correlator, the same procedure is applied a second time to the unused track segments. Therefore, sometimes a second track is forwarded to the TSj. The programmability of the preferences for the choice of the first track and the second track is completely independent, although in principle we believe that the same criteria should apply. Since more than one TRACO inside a chamber can give a trigger, a further level of selection is provided in the TSj.

In order to optimize the processing time in the whole trigger chain, a copy of the angular information of the two best BTI segments in each TRACO is sent to the TSj. While the TRACOs continue processing these segments and exploit the correlation information, the TSj selects which TRACOs contain the most interesting data to be shipped to the regional trigger. Again priority is given to the highest quality tracks with the smaller bending angle.

The BTI and TRACO algorithms were implemented in the standard CMS software. Using the GEANT simulation of the full detector, several studies were done on trigger efficiency when changing the programmable parameters in order to choose their default values.

In the following we will refer to a sample of single muons generated for h < 1.5 and full j range and the quoted efficiencies are computed only for tracks crossing the sensitive area covered by the TRACO. All the electromagnetic processes associated to the muon interaction with matter were included in the simulation.

From Table 3.4.3 we see that the efficiency for finding HTRGs in the BTI  and the efficiency for having a correlated candidate (HH, HL+LH or LL) in the TRACO is a function of the muon momentum, since the inefficiency is proportional to the probability of secondary electromagnetic processes. The same effect is present in the global efficiency which is slowly decreasing with momentum, since the probability of a degradation of the information is larger at higher momenta. Since the TRACO can output two tracks per bunch-crossing, the sum of the fractions split in different categories exceeds 100% .

Figure 3.4.10 shows the response of the combined BTI+TRACO algorithms as a function of the incident angle at the TRACO output. We see that the TRACO efficiency is flat till 35°, as expected from the design parameters, and that beyond that limit the reconstructed tracks are mainly uncorrelated due to the acceptance limit of the device.

The efficiency as a function of transverse momentum in muon station 1 is given in Fig. 3.4.11. It is shown for three different trigger conditions that act on the noise level. In practice, we use the q-view trigger information to filter the LTRG single triggers. In the normal flow, these type of triggers are accepted only if there is a trigger of any type (HTRG or LTRG) in the q-view. In case the noise level is still too high, we have the possibility to accept them only if the trigger in the q-view is a HTRG one or even to just reject all these triggers. The effect of these filter is shown in the figure.

�

Figure 3.4.10 :Response of the BTI+TRACO combined algorithms as a function of the incident track angle. Muons were generated flat in angle.

�

Figure 3.4.11 :TRACO efficiency for finding a track at station 1 as a function of transverse momentum.



Table 3.4.3

Probability for finding a certain trigger quality and efficiency at BTI and TRACO output. Due to the possibility of selecting two tracks per event, the TRACO fractions sum up to more than 100%. The efficiency includes the identification of the correct bx.

PT (GeV/c)�20�50�100�200�300�1000���%�%�%�%�%�%����������H from BTI�79.4�77.3�78.1�76.3�76.3�74.1��L from BTI�15.7�17.3�17.1�18.4�17.1�18.3��BTI efficiency�95.2�94.6�95.2�94.7�93.4�92.4����������HH from TRACO�44.3�42.9�41.1�40.8�40.3�39.0��HL+LH from TRACO�23.3�22.9�23.7�23.9�24.2�23.2��LL from TRACO�3.3�3.4�3.8�3.4�3.5�3.7��H from TRACO�46.6�46.6�46.4�47.1�47.0�48.9��L from TRACO�13.8�15.2�15.6�15.9�15.8�16.6����������TRACO efficiency�97.2�97.3�97.0�97.1�96.6�95.7��3.4.2.4  The TSj

Among the trigger candidates selected by all TRACOs in a chamber the TSj has to select the two best track segments and transmit them to the Muon Regional Trigger. The TSj block diagram is shown in Figure 3.4.12. The functional requirements on the selection  mechanism have been studied in [14] both for physics issues and technical aspects, and a dedicated algorithm has been designed. The main features of the algorithm have been implemented on FPGA and ASIC prototypes. The successful performance of the prototypes gives confidence on the proposed design.

The number of TRACOs for a station can be quite large, as much as 24. Each TRACO transmits to the TSj two best tracks serially in two consecutive bunch-crossings (BX), ordered in quality. No dead time is introduced by this operation.  In fact, each TRACO sends in advance to the TSj a rough measurement (PREVIEW) of the Dy angle (with respect to the radial direction) of a track being checked for correlation.  We define BUNCH1 and BUNCH2, respectively, as the first and second group of tracks arriving from the TRACOs connected to the TSj at two consecutive BXs. For selecting the first-best (FBT) and second-best (SBT) tracks, the TSj has to:

-	sort out the best track of BUNCH1, thus determining the FBT, and sort out and store the next-to-best  track (CARRY) ;

-	search for the best track of BUNCH2 and  compare it with the CARRY, in order to determine the SBT.

Notice that even TSj with two muons in the same j sector  are likely to produce two high-quality (HTRG) track segments in BUNCH1 from different TRACOs in the same station, which  are correctly picked up by the TSj carry algorithm. 

In an ideal situation, when all non-null tracks in BUNCH1 are HTRGs with correlated segment TSj in the inner and outer superlayers, selection of  the best track means a search for the track closest to the radial direction (minimum Dy ), i.e. the highest transverse momentum track.  In the general case, three bits accompanying the PREVIEW angles define priorities among the input TRACO segments: a HTRG/LTRG bit, a BUNCH1/BUNCH2 bit, an inner/outer superlayer bit. The BUNCH1/BUNCH2 bit is useful for handling the pile-up of two triggers one BX apart  in different TRACOs: the TSj is able to provide to the Regional Trigger at least the FBT data resulting from the sorting of BUNCH1 for both triggers.  The priority rules are programmable in order to optimize the selection locally, according to the local BTI-TRACO efficiency and the background conditions. The quality of the SBT selection was studied when different priority assignments are applied in the CMSIM TSj simulation. The results are displayed in Table 3.4.4.



Table 3.4.4

Expected performance of the First-Best (FBT) and Second-Best (SBT) selection with different priority assignments.

�No carry�with Carry and

No Fake Rejection�with Carry and

Fake Rejection��Efficiency for 2nd track�11%�98%�80%��Efficiency for 2nd track in open pairs�11%�98%�98%��Prob. of correct id for both tracks�45%�70%�86%��Prob. of correct id for both tracks in open pairs�50%�75%�95%��Prob. of generating a fake 2nd track�4%�34%�5%��The TSj logic block diagram  is shown in Figure 3.4.12. The selection algorithm uses a two-layer cascade of processing units, all having the same functionality. This architecture has been chosen in order to minimize the amount of logic cells within a unit and the amount of  I/O cabling around the detector. In each unit,  a parallel minimum and next-to-minimum search is performed over a small group of  input data words.  The full parallel approach guarantees  a fixed-time response, independent of the number of  TRACOs in a chamber.  Each unit of the first layer (TSS: Track Sorter Slave) processes up to four data words, while the second-layer unit (TSM: Track Sorter Master) processes up to six data words.  It is foreseen to duplicate the TSM chip with a “shadow” chip, which takes over in case of  failure. 
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Fig. 3.4.12: Trigger Server logic block diagram.

The functionality of each unit  is performed in two consecutive cycles (one cycle per BX), called SORT1 and SORT2.  The SORT1 processing status is recognized when at least one TRACO gives a non-null track of  BUNCH1 type, while the SORT2 status simply corresponds to the cycle following SORT1. The SORT2 status can be aborted in case of  pile-up triggers.  In the SORT1 cycle, each  TSS unit analyzes four PREVIEW data words and transmits the minimum to the TSM unit in the second layer, while the next-to-minimum is stored locally and carried over to the SORT2 cycle.  At the same time a local select is given in output to enable transmission of the full data from the selected TRACO to the TSM. In the SORT2 cycle, each  TSS unit  analyzes the four input words of BUNCH2  together with the carry word of  the SORT1 cycle.

The TSM unit in the second layer analyzes the six PREVIEW words from the TSSs. It behaves similarly to a TSS unit of the first processing layer, but its processing begins two BXs later. The timing diagram of the TRACO-TSS-TSM system is displayed in Fig. 3.4.13. The information handshake between the TSj system and the TRACO devices allows data from up to twelve tracks to be stored in the TSM unit. The selected output signals from the TSM, corresponding to the FBT in the first processing cycle and to the SBT in the second cycle, are used to enable the transmission of full track data to the Regional Trigger for two out of the twelve possible candidates stored in the TSM unit. 

�

Fig. 3.4.13 : TRACO-TSj timing diagram.

In 1996, a first TSS prototype using a XILINX FPGA was built to thoroughly check the logic with all possible input patterns. The I/O rate of the chip was 40 MHz, but the whole sorting algorithm was executed in a pipeline with six clock cycles. Then  in 1997, a TSS prototype on an ASIC chip (1 mm CMOS ) was designed and tested with input patterns at 40 MHz. In Fig. 3.4.14, the time response of the real chip is compared to the expectation of the CAD simulation. Although the real response time is already compatible with the constraint of  the 25 ns between bunch-crossings, use of ASIC chips in 0.5 mm technology will reduce the time response of each processing unit even further, well within one BX.

�

Fig. 3.4.14: Time response of TSS prototype (lower) compared with expectations from CAD simulations (upper).

3.5	Power and control systems



3.5.1	 High voltage

The high voltage segmentation foresees the maximum affordable granularity for the wires, whereas a much coarser distribution is used for the cathodes and strips. In the baseline design there is a primary HV source, fully monitored and protected against overcurrent, every roughly 25 wires. The cathodes of an entire SL will be connected to one HV channel and the same granularity applies to the strips. In this way, the total number of HV channels is about 7400.

The high voltage system for the DT chambers is now the object of a development program set up in collaboration with a selected firm which specializes in the field. The design had a tree structure based on: a) a multicrate mainframe residing on balcony racks, capable of handling a wide variety of dedicated modules in a highly flexible way with a multimaster high-speed communication protocol on a standard RS232 interface; b) dedicated primary modules residing in the system crates, generating +4 kV for anode wires, +2 kV for strip electrodes and -2 kV for cathodes, controlled in all the sensitive parameters like voltage, current, ramp-up, ramp-down, switch on and off; c) dedicated secondary modules (either residing in the system crates or on the chambers), controlled by current limit, switch on and off and monitored in voltage and current. The control will be performed via opto-couplers to prevent ground loops. 

All the controls will be permanently active in a static way on the secondary modules: while the hardware response to any malfunction will be immediate, the detailed status of the channels has to be requested by the central control, in order to keep to a minimum the EMI due to control-data traffic.

While the general features of the main system are fairly well defined, being part of a development program already started by the firm, the actual specifications of the dedicated modules are to be defined in the next months. One important aspect is the segmentation attainable in relation to the cost/performance ratio that the actual design of the secondary modules will allow, given the fixed budget limits. Of course, the actual cost/performance figure also has to take into account the number of HV cables and their length, which could be strongly affected by the possibility to locate secondary modules close to the chambers. Other important aspects to settle are the magnetic field and radiation level in which the HV system should work.

3.5.2	Low Voltage

The low voltage system has to supply the chamber Front Ends with +2.7 V at 10 mA and +5 V at 5 mA for the output driver and preamp/discriminator circuits, respectively. This will lead to average currents values of 10A and 5A respectively per chamber

Since the Mainframe described in the HV paragraph is designed to handle any kind of DC voltage, it can also be used to host the LV dedicated modules that are yet to be developed. The actual number of chambers powered by a single LV module will depend on the optimization of  its cost/performance ratio, but will be at least four chambers per module (one sector) and at maximum 12 chambers per module (one quadrant).

3.5.3	Cooling

As we have seen, the chambers will have “on board” front-end electronics, located inside the gas enclosures of each superlayer and possibly the trigger and read-out electronics located in the outer C-shaped profiles.

In order to evaluate the need for cooling of such chambers, we must examine the anticipated power consumption. The front-end electronics need 50 mW per channel and this practically doubles if one considers all the rest of the electronics. Taking into account that the largest chambers have about 1000 channels, we see that the cooling needs for the internal heat sources are relatively modest. 

To calculate what is needed to cool the produced 100 W with water the following assumptions are made:

1.	the piping length inside the chamber in order to reach all the electronics: L=10 m;

2.	the pipe cross-section: 100 mm2.

To remove 100 W with a 1 l/s flow of water per chamber will result in a  temperature rise of the water itself of DT = 0.024 0C and a factor 10 higher with a flow that is correspondingly reduced. In this last hypothesis, the pressure difference between the input and output pipes is 12.5 Pa  corresponding to 0.12 mbar; even putting more chambers in series will not limit the effectiveness of the cooling.

The most delicate part is to have a very high efficiency in removing the heat produced inside the chamber. The fraction not removed in fact accumulates with time and produces a general increase of the chamber temperature..

It is felt that water cooling is needed because heat is generated in areas where the thermal dissipation in air is not easy. On the other hand, the heat sources are very weak, and to first order any type of water cooling would be sufficient. It is then natural to use small pipes, put more chambers in series and, since there is no need for extreme conditions, stay away from water temperatures so low that condensation is a concern. Input temperatures of the order of 16 - 18 0C are adequate. 

All that stated above is valid for self-generated heat; of course, the chambers must be protected against heat produced by any external source that is near the chambers. As a final remark, it is worth noting that forced ventilation will also be used in every gap between iron slabs in order to remove of possible pockets of hot air.

3.5.4	Controls

In order to assure the continuous and reliable operation of the system, a set of parameters has to be controlled/monitored by a slow control system. These include::

-	temperature and gas pressure measured on the chamber,

-	high voltage and low voltage values and currents, 

-	readout of the strain gauges inserted in critical points of the chambers mechanical structure,

-	oxygen contamination in the input and output of the gas system,

-	measured drift times obtained by the drift velocity monitors,

-	input and output temperatures and flow rates of the cooling water,

-	programming and monitoring of the front end, trigger and readout electronics.

3.5.5	Cables and interfaces 

�

Fig. 3.5.1: Layout of cables trays and balcony for one wheel.

The Read Out and Trigger units and the Power and Control  System modules will be outside the iron yoke. The modules  are foreseen to be housed in VME crates, placed in racks, on four balconies of a service structure surrounding each wheel (Fig. 3.5.1 and Tab. 3.5.1 and 3.5.2). Each platform has a place for two racks which will hold a total of 10 crates to instrument 12 Drift Tube Chambers (1 quadrant).



Table 3.5.1

Crates and racks per quadrant and total number of racks.

�#crates/quad.�Type�Total crates��Readout�6�9+2 VME U�120��FE L. V.�1�6+2 VME U�20��HV�2�6+2 VME U�40��Other serv.�1�6+2 VME U�20�������Total�10��200��The estimated  power dissipation of the crates is around 1.5 kW per balcony (a total of 35 kW for the entire barrel DT system).

The cables coming from the chamber patch panels are channelled radially for each sector on the wheel faces and  distributed to the racks  through cable trays installed on the service structure. The  estimated  cross  section  per  sector  is less  than  400 cm2, including cooling and gas piping.  This cross section is shared with the needed cables and services needed for the RPC's. 



Table 3.5.2

Services cross section per sector

��units/sector�Cross Sect.�Type of cable��Cables�R-Out�106�306 cm2�32 tp round shielded cable (F = 17 mm )���HV�12�27 cm2�12 cores round shielded cable (F = 10 mm )���LV�24�15 cm2�multiwire 

(F = 8 mm )��Gas piping�DT�8�14 cm2�12 mm diameter supply - 14 mm diameter return��Cooling�DT + RPC�8�14 cm2�12 mm diameter supply - 14 mm diameter return��Total���376 cm2���The cables for the chambers which are installed in the external wheels (wheels +/-2 and +/-1) run over the most external face of the rings. For the central wheel (wheel 0), the services are on both faces of the ring,  alternating every two sectors with the services coming from the inner CMS detectors.  This distribution insures access to any of the muon chambers. From the balconies, cables exiting the racks will be guided to  flexible cable chains located at each side of the CMS detector and from there to the counting room cavern.

3.6.	Gas system 

In this chapter, we describe the requirements on the gas system for the drift chambers (DT) and the implementation of the system, starting from the elementary building block which is the single drift cell. 

A non-flammable and low-cost gas mixture of argon and carbon dioxide with 85% and 15% volume, respectively, is used. The task of the gas system is to flush, under controlled pressure, temperature, flow and purity, every drift tube. There are about 200,000 drift tubes of 11 mm x 39 mm cross section and 200 to 400 cm length to be flushed. A gas flow corresponding to a few volume exchanges per day is foreseen. 

The actual flow is mainly dictated by considerations of flow control and purity. The drift chambers are rigid enough to not notice changes in atmospheric pressure. This could allow us to work at constant absolute pressure inside the DT, to maintain a constant drift velocity.

An overview of the global parameters of the gas system is given in Table 3.6.1.



Table 3.6.1

General parameters of the gas system for the DT chambers.

�Value�Comment��Gas mixture�Ar/CO2 85%/15%�Non flammable; low cost��Pressure stability�±10 mbar���Purity�< 500 ppm O2���Closed circuit�Yes�Add some fresh gas��Number of purifiers�2���Number of drift cells�~200 000���Number of chambers�250���Volume of one chamber�~ 1m3�Average��Gas flow per chamber�50 l/h�150 l/h to purge��3.6.1	Gas in the drift chamber

Groups of 200 to 400 drift tubes, distributed over four layers (see Fig. 3.6.1), have a common gas enclosure and are called a Super Layer (SL). The drift tube has small openings at the ends, which allow the passage of gas. Within an SL, the drift tubes are flushed in parallel. The total cross section of these ~300 drift tubes (or of their openings) is very large in comparison with the cross section of the gas tube for the supply/exhaust line. Flow non-uniformity due to this mismatch of impedance is overcome with a manifold inside the gas enclosure: the gas enters via a 2-4 m long tube having an outlet hole in front of each drift tube, with a diameter over 4.5  (this is 4001/4) times smaller than the diameter of the supply line. At the other end of the drift tubes, a similar manifold collects the gas and is connected to the exhaust line.

�

Fig. 3.6.1: Gas distribution inside a Super Layer (SL) of a barrel muon chamber       (here the prototype MB96). A tube, inside the chamber, has one small outlet hole in front of each drift cell, and serves as a manifold. It feeds all the drift cells of the four layers in parallel. At the other end of the chamber, a similar manifold collects the gas.

To better equalize the pressure drop along the internal manifold, there is a gas connection at each end of the manifold. The gas temperature and pressure are monitored by sensors on every chamber.

The barrel muon chamber system, consisting of three SLs, has thus 12 gas connection points available (see Fig. 3.6.2) in total. In order to ensure an effective removal of air from the whole chamber at small gas flow, the inlet of the denser Ar/CO2 mixture is always at the lowest point of the chamber, the outlet at the highest.

�

Fig. 3.6.2: The three Super Layers (SL) of each barrel muon chamber have independent gas circuits and thus in- and outlets. Connecting them to the common line in parallel ensures equal pressure in each SL. The gas line inlet is connected to the lowest point and the outlet to the highest point of the SL in its actual position.

3.6.2	Gas distribution on the wheel

Four of the five wheels housing the barrel muon chambers are movable. To simplify the gas distribution and to ensure equal pressure in the SLs, the three SLs forming each chamber are connected in parallel to one common gas tube.

Each of the 50 drift chambers on one wheel has its own gas supply and exhaust line linking it to a distribution panel located on the side of the wheel (Fig. 3.6.3 a)). The panel on one side will be used for the DT chambers, while the panel at the other side will serve the RPCs. Copper tubes run from the chamber radially along the surface of the wheel to its perimeter, where they run on trays to the panel. The tube length varies from 3 to 30 m. An effort was made to pass the tubes along the dead space between the chambers, to ensure free access to the chambers. 

�

Fig. 3.6.3a: View of the gas tubing between the barrel muon chambers (marked in gray) and the distribution panel on one wheel. The detail shows the passage of the gas tubes on the face of the wheel: even at the outer chamber MB4 the gas tubes leave free access to all barrel chambers.

Due to the presence of alignment equipment, the gas tubes can only be placed on every second sector; the other sectors are then equipped on the opposite wheel face. At the level of the outer chambers MB4, which have no dead zone between them, it is important to pass the gas tubes through a gap between the chambers (Fig. 3.6.3a). Otherwise, (Fig. 3.6.3b) the requirement of extracting all chambers through the same face of the wheel could not be fulfilled. A short piece (~50 cm) of flexible tube connects the end of the copper tube to the chamber. 

�

Fig. 3.6.3b: View of the gas tubing between the barrel muon chambers and the distribution panel on one wheel. Here, the overview is shown. The radial tubes are placed every second sector, on both faces of the wheel, and staggered by one sector. In total, there is an individual in- and outlet tube for each of the 50 chambers on the wheel, but only one line connecting the distribution panel to the outside world.

The gas panel on the wheel has only one connection to the outside world. A flexible section allows one to move the wheel without disconnecting the chambers, which are thus kept operational. For an exceptionally long displacement this section can be disconnected, then reconnected at the new position and cleaned before reflushing the chambers.

The same arguments, and hence the same type of solutions, are valid for the four sets of distribution of fluids on the  wheels, namely (a) gas for the DT chambers, (b) gas for the RPCs, (c) cooling liquid for the DT chambers and RPCs, and the ventilation of the DT chambers and RPCs.

On the wheels, copper tubes with an inner diameter of 10 (12) mm will be used for supply (exhaust); for a maximal length of 30 m and a flow of 50 l/h, this implies a pressure drop of 0.4 (0.2) mbar. This is small in comparison with the 2.7 mbar barometric difference between the top and bottom chambers (15 m apart), and with atmospheric variations of 25 mbar. Operating the system at constant absolute pressure - as regulated at the gas panel on the wheel, only the barometric pressure variation with height will distinguish the chambers. Simulations show that a 25 mbar increase in pressure induces ~20% loss in pulse amplitude, which is comparable with variations along a wire. The individual chamber senses at most a height difference of 4 m, out of the wheel height of 15 m, and could have its high voltage tuned to its gas pressure. However, for the small total barometric difference of 2.7 mbar this is not required.

The elements of the gas circuit in the cavern are shown schematically in Fig. 3.6.4. A single gas supply line arrives from the surface building. At the accessible area US, a manifold distributes the gas to the five wheels. The flow is adjusted for each wheel individually. At the gas panel on the wheel, flow, pressure and temperature are monitored. A manifold distributes the gas to the 50 individual chambers, and has a spare channel and a 100 mbar overpressure security valve. Every line is equipped with a remotely controlled shut-off valve, a needle valve for manual flow adjustment, and a mass flow meter. This is connected to the long copper tube via a self-sealing quick connector and a short flexible tube, allowing us to disconnect by hand, to exchange channels for testing, etc.

�

Fig. 3.6.4: Schematic circuit of the gas distribution in the caverns, for the barrel muon chambers. The elements on the left are in the accessible gas room in the cavern US, while the others are in the actual detector cavern (UX).

The exhaust lines are equipped similarly. Downstream in the manifold which collects the gas from the 50 chambers, the absolute gas pressure is regulated to about 1 bar, with a precision of 10 mbar. This ensures that the maximum drift time in the chamber varies by less than 1%. An independent manifold with an unregulated exhaust line allows us to purge single chamber(s) without disturbing the closed circuit of clean gas from the other chambers. A compressor then forwards the exhaust gas from the five wheels to the mixer room at the surface hall.

The following gas parameters are monitored for the individual chamber:

-	Flow at the supply and exhaust lines,

-	Pressure and temperature at the chamber,

-	Oxygen content,

-	Drift velocity.

For economy, there is one oxygen analyzer and one drift-velocity monitor per wheel. They are located at a common place in the US area, and sequentially sample gas from every exhaust line and from the common supply line. For tests, or in the case of a failure, these two monitors can be connected to a different wheel.

3.6.3	Mixer and purifier

Gas storage, mixer, purifiers and further analyzers (Fig. 3.6.5) are located in a gas building at the surface (Fig. 3.6.6). The gas is purified and recirculated. Gas samples are analyzed, and a small fraction of the gas is substituted by fresh gas.

3.6.3.1   Mixer

The flows of component gases are metered by mass-flow controllers, which have an absolute precision of  ~1% over a year, and have a medium term stability of  ~ 0.3% under constant conditions. Flows are monitored by a process control computer, which continually calculates the mixture percentages supplied to the system. The process control computer compares the running mixture with respect to the required mixture: this required mixture may either be a constant  ratio, or alternatively may be derived from comparison of the running mixture with  a reference gas mixture in the infrared analyzer. In either case, the process control computer calculates the correction required to bring the running gas mixture to the required values. This is then fed back to the mass flow controllers as an adjustment of their  “set value”. The medium-term stability under constant flow conditions is better than 0.1%; the absolute stability will depend on the absolute precision of the analyzing instrument.

The expected fresh gas flow at operating conditions is about 1 m3/h. That rate is adjusted to 30% of full scale of the instruments, allowing variation of the fresh gas flow by nearly a factor three up or down. For filling the detector with the mixture, a second set of mass flow controllers is used, increasing the flow range by a factor 10. This flow meter change will allow a full volume exchange using only fresh gas in less than 12 h.

�

Fig. 3.6.5: Schematic circuit of the gas mixing and purifying station, located in the surface building.

3.6.3.2  Purifier

Most close-loop circulation systems need gas purification in the return line in order to achieve high regeneration rates (usually 90%). The most relevant impurities which may harm the detectors are air, water vapor, halogens and silicones.

The proposed purifier cartridges have uniform sizes and gas connections throughout all CMS gas systems.  The purifying agents inside the cartridges are chosen individually depending on the specific cleaning requirements for that gas. In this way, the set-ups for the regeneration can be standardized and remain interchangeable. Three different cartridge sizes are available to adapt the individual purifier  to the required gas flow and the needed cleaning capacity.

For the barrel muon system the oxygen level will remain below 500 ppm. Two cartridges  are filled with a reducing agent; e.g. activated copper, which is oxidized by free oxygen in the gas stream forming a metal oxide and thus leaving the gas oxygen free.  If necessary, the gas may be dried in an independent twin column packed with a molecular sieve upstream of the oxygen cartridges. The advantage of having two parallel cylinders for each purifying stage is that one can run the gas mixture through one of them while the other one is regenerating. The molecular sieve is regenerated by heating to 180 oC under argon flow, the copper oxide is reduced from oxygen at 220 oC using a counterflow of Ar + 7%H2. The entire process of operation and regeneration is supervised by a process controller and can run without human intervention.

The gas purity at the output of the purifier is likely to be better than required, thus one may deviate only a fraction of the total flow through the purifier in order to lengthen its running time. Humidity and oxygen meters are available in the surface building to measure the impurity concentrations before and after the purifier.

�

Fig. 3.6.6: General view of the gas system, showing schematically the location of the main components. Gas storage, mixing and purifying are done in the surface hall. Main gas flux regulation and gas analyzer for each wheel are in the cavern US. Each of the five barrel wheels has one connection to the cavern US. The elements to distribute the gas to the 50 chambers are located on the wheel. 

3.7.	Installation and maintenance 

3.7.1	Installation

As we have seen the barrel DT chambers are connected to the iron by a three- points support scheme in which rollers are connected to the chambers and rails are attached to the iron structure. The chambers will be installed on the wheels in the surface hall. After the construction of each of the five wheels composing the CMS barrel structure, the relevant 48 chambers ( i.e. 4 chambers per sector, 12 sectors per wheel) are inserted inside the “muon pockets” in the iron by sliding them on the rails. For installation purposes the DT and RPC chambers pertaining to a particular slot will be interconnected to form a single body.

Since the installation is not particularly difficult, no special equipment has been designed yet, but some tower-like structure equipped with extension rails in which the chambers will be placed at the installation phase is foreseen.

3.7.2		Maintenance 

In the baseline design each DT chamber will have “on chamber” the following equipment:

-	inside the gas volume:

1.	HV-decoupling boards,

2.	temperature and pressure sensors, 

3.	HV distribution boards.

-	outside the gas volume

4.	trigger boards   (option under study),

5.	readout boards  (option under study),

6.	gas, LV and HV  patch panels,

7.	HV, LV and gas connections.

Most of the equipment mentioned above is located on the faces of the chamber which are visible from the outside of the iron structure. Studies are in progress and prototypes are being built in order to prove that this is also true for all trigger and readout boards. Of course, for the crossed superlayer ( i.e. with the wires parallel to the beam line) the gas enclosures that are at the end of the wires are inside the iron structure.

With all this in mind, we can divide the maintenance needs for the installed detector into three main categories that call for different scales of intervention:

-	routine access to accessible hardware

	This category contains interventions in order to replace a faulty card, isolate a sparking wire or change gas connections. For this it is “only” necessary to get to the chamber and it is hence required that no permanent installation, including the cables of the DT chambers themselves, be in front  of the chamber and that the iron wheels are sufficiently open such that a convenient scaffolding can be installed. Unfortunately, due to the necessity of bringing out cables from the inner detectors, the chambers are blocked in the central wheel on one side (alternating every sector) by permanent structures. In this case, it might also be necessary, depending on which side of the chamber must be accessed, to install the necessary extension rails that allow us to pull the chamber completely out for  maintenance. Repair work will be done in place, but the wheel’s opening must give the necessary space.

-	routine access to hidden hardware

	This class is an extension of the previous one and should be required only to access to a crossed superlayer in case of problems with a wire, front-end card or the HV distribution. For these interventions one must extract the chamber and hence we have the same requirements stated above in the case of a chamber blocked on one side.

-	special access 

	It might be necessary, in hopefully rare instances, to remove a chamber from the iron structure and bring it to a dedicated hall where sophisticated checks and/or repairs can be carried out. In this emergency, one must be able to open the iron wheels wide enough to bring in the installation device (as above). It is also required that there is the availability of a sufficiently equipped hall to carry out these kind of interventions on defective chambers. The necessary equipment is a gas distribution system and a  crane facility; in a semi-clean room environment.

3.8	Production plans 

Six Institutions will take part in the DT chambers construction: Bologna, CIEMAT (Madrid), Padova, RWTH (Aachen), Torino and Wien. Chambers will be assembled at three sites: CIEMAT (Madrid, Spain), INFN LNL (Padova, Italy) and RWTH (Aachen, Germany). In these sites separated production lines will assemble and shortly test the DT chambers before shipping them to CERN. The Italian site will be built and manned by the three involved Italian Institutions.

The availability of three fully equipped and independent assembly sites ensures some protection against possible local problems, which might appear in such a long run project.

In the present definition of the project there are items that should be provided to the production sites by other sources or by other collaborating laboratories: the most important are the aluminum plates equipped with strips and the aluminum I-beams already glued to the LEXAN profiles; both should have passed the HV test. INFN Torino is planning to take over the aluminum plates equipment. 

A possible chamber construction share amongst the three sites takes into account the number of wired tubes, to be supplied in the ratio 50%, 25% and 25% by Italy, Germany and Spain. This would imply that the 110 large MB3 and MB4 type chambers are assembled in Italy whereas MB1 and MB2 type, some of which equip also the fourth station, are shared by Germany and Spain, that should produce 70 chambers each. Spare chambers are to be added to these numbers. 

The production plan foresees the assembly of the lines in fall 1998 in order to start the production during 1999. The anticipated time required for the production of the full lot is 4.5 years. After the production, the chambers will be shipped to CERN where they will be stored and tested before the installation The installation phase will start in mid 2001 and will be completed by the beginning of 2004.

�

Fig.3.8.2: The hall in the Legnaro INFN National Lab. near Padova ready for the installation of the DT chamber production lines; at the far left the equipped table used for the assembly of MB96.

The availability of three fully equipped and independent assembly sites ensures some protection against possible local problems, which might appear in such a long run project. In conclusion, the barrel muon groups are moving in the direction of defining the final tools and starting the assembly of the production lines in the allocated halls. As an example the one in Legnaro is shown, as it stands waiting to be filled by assembly tables, in Fig. 3.8.2.

3.9	Performance:  tests and simulations

3.9.1	 Results of  tests in magnetic field

Stray magnetic field is present in the barrel chambers. In the chamber pockets inside and outside the CMS return barrel yoke, the field is inhomogeneous in direction and intensity, and the latter can reach locally non-negligible values. It has, however, on average, a good symmetry around the beam  line axis. As a result, we can consider it as having only two main components. One, Br, is radial and perpendicular to the chamber plane, and the other Ba, is axial and lies in the chamber plane, parallel to the F SL wires and perpendicular  to the Z SLs wires.

The expected value of the two components, computed by a two-dimensional program  (ANSYS), is shown in Fig. 3.9.1. It is worth noting that the axial component reaches a small value (less than 0.2 T) and stays constant along all the chambers. Large variations occur only in the dead space between the wheels. On the other hand, the radial component reaches rather significant values in some chambers  (e.g. in MB1 near the Endcaps). In addition, it is not constant and may even invert its sign in some cases (e.g. MB4).

�

Fig. 3.9.1: The magnetic field components parallel (BZ) and perpendicular (Br) to the proton beam axis inside the barrel muon chambers of the CMS detector. The shaded areas are the gaps between the detector rings.

The main source of concern is the absolute value of the radial component and its variation along the chamber wires. The presence of an axial field affects the symmetry of the tube behavior with respect to the track angle (see Fig. 3.9.2). 

�

Fig. 3.9.2: The drift cell of the CMS barrel muon detector under the influence of a magnetic field of 0.45 T parallel to the anode wires. The drift gas is Ar (85%) CO2(15%).

The magnetic field affects drift chamber performance because the electron  paths are modified by the non-vanishing value of the v x B  component of the  electrical force. The amount of the deviation is proportional to the cosine of the so-called Lorentz angle. This angle depends on the gas mixture and on the electrical field shaping inside the tube.

Table 3.9.1 shows measurements of the Lorentz angle and the effective drift velocity in the CMS DT in the presence of a radial magnetic field.  The reported values are deduced from data collected with a small DT chamber in a configuration in which the magnetic field was perpendicular to the chamber  plane, simulating the CMS radial field, and parallel to the impinging beam  of  particles . The Ar/CO2 ratio was 85/15 and the drift field was around 2 kV/cm. These data are included in the results presented later in this section.



Table 3.9.1

The drift velocity and corresponding maximal drift time and the Lorentz angle (aL) for different voltage and magnetic field setting.

U (kV)�BN(T)�tdriftmax (ns)�<vdrift> (mm/ns)�aL (deg)���0�351±2�55.6±0.2���3.3/1.5/-1.5�0.5�356±2�54.7±0.2�10.4 ± 2���1.0�394±1�49.5±0.2�26.4 ± 2���0�346±2�56.4±0.2���3.6/1.8/-1.8�0.5�351±2�55.7±0.2�9.7 ± 3���1.0�373±1�52.3±0.2�22.4 ± 1��The radial component is not expected to introduce important local distortions in the x-t relation. The drift path will be longer, the net result being an increase of the drift time proportional to the distance from the wire. The effect can be accounted for by a reduced drift velocity.

The axial component affects the Z and F tubes in a different way. In the Z tubes, the axial component is perpendicular to the wires and parallel to the midplane electrostatic field. The effect is expected to be small or negligible.

In the F tubes the axial field is parallel to the wires. It generates a rotation of the  field path pattern around the wire axis, as  shown in Figure 3.9.2. The distortions depend on the field intensity and affect the x-t linearity, the value of the effective drift velocity and  also the cell  geometrical acceptance in the region enclosed in the C-shaped profile of the aluminum I-beam.

The effects of the magnetic field on the performance of a DT superlayer have been studied in the CERN H2 beam by putting DT superlayer prototypes in a uniform field generated by the M1 magnet. The muon beam, from 100 to 300 GeV/c  in momentum, was horizontal like the direction of the magnetic field. Two directions of the field were possible: parallel and perpendicular to the beam. The change of the direction of the magnetic field  required the physical  rotation of the huge M1 magnet and only these two orientations were possible. The chamber  was installed perpendicular to the beam line, with either vertical or horizontal wires.  The supporting frame allowed its rotation around a horizontal and a vertical axis.

Data were taken with the B-field perpendicular to the chamber, and also with B parallel to the chamber plane and perpendicular or parallel to the wires. Data were taken also at various angles by tilting the chamber. Keeping the orientation of the magnetic field fixed and tilting the chamber generates the simultaneous presence of the two magnetic field components. Drift velocity effects due to having tracks with different angles of incidence sum up too. The results of these measurements are shown in Figures 3.9.3 to 3.9.10. Figure 3.9.3 shows the effect of the CMS radial magnetic field component in the range  from 0 to 1 Tesla. The B-field is parallel to the beam line, the normal to the  chamber plane was parallel to B.
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Fig. 3.9.3: Maximum drift time versus the radial component of the magnetic field.

The maximum drift time, from which the average drift velocity is deduced, is  computed under the assumption of a linear space-time relation taking the average mean time

�embed Equation.2 ���

Using the arrival time of the drifting electrons in three successive layers (j,j+1,j+2) staggered by half a cell.

Figure 3.9.4 shows that for fields up to 1T the maximum error in the track coordinate measurement due to local non-linearities  is 250 mm (tMT is always inside a ± 5 ns window), which is acceptable.

�

Fig. 3.9.4: The average maximum drift time, calculated from the equation illustrated in the text, for a triplet of drift cells versus the drift distance in the intermediate cell. The vertical bars are the widths of a Gaussian fit, hence the mean time resolution. The dotted lines indicate the beam inter-bunch spacing of 25 ns.

Figure 3.9.5 shows that once the proper effective drift velocity  is taken into account there is no sizable degradation  of the average spatial resolution.

�

Fig. 3.9.5: Single-cell spatial resolution as a function of the magnetic field component BN and the measured angle F.

The effects on the apparent drift velocity and on the resolution of the field  components lying in the chamber plane are shown in Figures 3.9.6 and 3.9.7. In this case, B was horizontal and parallel to the chamber plane.

�

Fig. 3.9.6: Drift velocity as a function of the magnetic field B for vertical and horizontal anode wires. 

�

Fig. 3.9.7: Single-wire spatial resolution as a function of the magnetic field B for vertical and horizontal anode wires.

No effect is detected when B is parallel to the drift field. A sizable change in the apparent average drift velocity is found when B is  parallel to the wires and larger than 0.6 T. The change is related to the distortion of drift lines which produces longer paths and also non-linearities concentrated in the region near the I-beams (this is clearly seen by looking at Figure 3.9.8 ). From  Fig. 3.9.7 it can be deduced that the degradation of the resolution is not  recoverable beyond 0.6 T, at least if a linear space-time relation is assumed. Figure 3.9.8 displays the combined effect of a radial component of 0.9 T and an axial component of 0.45 T parallel to the wires.

�

Fig. 3.9.8: The average maximum drift time for a triplet of drift cells versus the drift distance in the intermediate cell for BN = 0.9 T and BW =0.45 T. The vertical bars are the widths of a Gaussian fit. The dotted lines indicate the beam inter-bunch spacing of 25 ns.

In Figure 3.9.9, the measured effect of the axial field on the  efficiency is reported: a relevant drop is observed for field values larger that 0.4 T. This is  due to the reduction of the useful cell width with the increasing field (see Fig. 3.9.2).

�

Fig. 3.9.9: Efficiency as a function of the magnetic field B for vertical and horizontal anode wires. 

The above results show that the target values of resolution and efficiency can be reached assuming a linear space-time relation if the radial magnetic field does not exceed 1.0 T and the axial field is below 0.4 T. We expect that  these figures will not be exceeded in the space where the DT chambers are located. Field variation along the wire length requires a local correction taking into account the local field value. A radial field uncertainty of 5% at 1 T would introduce a maximum error comparable to the layer resolution  and a negligible error below 0.5 T.

The conclusion is, however, different for the trigger capability, where the bunch  crossing identification is mandatory. Each BTI, the local track finder circuit, looks over the full length of the drift cell, i.e. of the wire, and the correct effective drift velocity can be set inside each circuit. This puts a constraint on the acceptable maximum drift time variation along the wire and therefore on the magnetic field uniformity. Basically, the variation of the maximum drift time along the wire should never exceed the 25 ns, i.e. the interbunch time. However the BX identification is obtained by looking at the same time at the  four layers of the same SL, and the staggered layers smooth out the effect of a possible time error in one of them. As a result, a 25 ns increase of the maximum possible drift time is the border beyond which the trigger algorithm might start to show some  inefficiency. With reference to the BTI description, this inefficiency will start to show itself as an increased rate of LTRG cases.

Looking at Table 3.9.1, Figures 3.9.4 and 3.9.1, it can be deduced that the limit of a 25 ns variation along the wire might be reached  only in the MB1 chambers at the border between the barrel and forward yoke. In those chambers, the radial component variation along the F tubes is  0.7 T, from 0.2 to 0.9 T. The value of 0.9 T being reached in a small region of the chamber, 50 cm far  from the border. The axial component exceeds the harmless value of 0.1 T only in very limited regions. Figure 3.9.2 indicates that the presence of an axial field can be roughly  simulated by a rotation of the tube around its wire. Being an "internal"  rotation it affects the symmetry  of the behavior of a layer with respect to  its normal. This can be seen in Fig. 3.9.10, where it can be seen that the limit of 25 ns is exceeded for an angle variation from -24 to +24  degrees, in the presence of an axial field of 0.3 T, a factor of three larger than the expected 0.1 T.
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Fig. 3.9.10 : The maximum drift time tmax versus the magnetic field at different values of the incident angle.

In conclusion, the electrical design of the CMS DTs, the choice of gas mixture and the local track finding algorithm should make the chamber performance insensitive to the stray magnetic field inside the barrel yoke.

3.9.2	Simulations

Extensive simulations of the cell and chamber behavior were done during the DT chambers design and in subsequent improvements [15]. They include the electrostatic field computations, using Garfield, and a combination of Garfield and Poisson computer packages, and the Garfield and ANSYS programs to take  into account the effects of the dielectric polarization, and the chamber behavior in a magnetic field.

Many details and examples have already been mentioned or shown in previous paragraphs and chapters. We present below a few other examples in Figs.3.9.11 to 3.9.14. Starting from the computation of the gas gain, compared in Fig 3.9.11 to the actually measured values, and including the transfer function of the front-end amplifier and shaper, Figs. 3.9.12, 3.9.13 and 3.9.14 show a satisfactory reproduction of the  basic behavior of the chambers.
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Fig. 3.9.11 : Gas gain versus Veff for data and simulations.

�

Fig. 3.9.12 : Total drift time vs. Vampl. for data and simulations.

�

Fig. 3.9.13 : Mean timer spatial resolution vs. Vampl. for data and simulations.

�

Fig. 3.9.14: Single layer efficiency as a function of the magnetic field intensity; comparison of test beam data and simulations.

3.9.3	 Tests under LHC conditions

A large-size drift chamber prototype has been tested under LHC conditions at the CERN facility, as described in section 3.2.5. The chamber has the full 12 layers of drift tubes, is 3 m x 1 m in size, and has 480 tubes and operated at the standard HV values, i.e. Vampl= 1800 V and Vdrift= 3600 V. The projections with four and eight layers have one and three meter long drift tubes, respectively.

A wide range of sustained rates of random hits uniformly distributed over the whole chamber was used for the tests. The measured relation between the rate of impinging photons from the Cesium source and the observed hit rate in every drift cell is shown in Fig. 3.9.15. At the LHC, the barrel muon chambers will be exposed to rates in the range of 1 to 10 Hz/cm2. From Fig. 3.9.15 one can read which filter settings correspond to these rates. The chamber was operated at HV currents reaching the unusually high value of 200 mA at the highest rate tested. It is also visible that at rates significantly higher than the LHC rates there is no saturation in the chamber.

�

Fig. 3.9.15: Rates of random hits measured in a 12-layer, 3 m x 1 m drift chamber prototype, as a function of the rate of impinging photons from a Cs source. The rate is uniform over the whole chamber area, but is less attenuated at the front Superlayer (SL I). The photon rate is set with lead filters in front of the source.

In order to measure the performance of the chamber, it was simultaneously exposed to a narrow muon beam of about 150 GeV/c. As evidenced in Fig. 3.9.16, the single-cell efficiency stays very high over the full range of rates corresponding to those at the LHC. The small drop in efficiency at a rate ten times the LHC rate is to some extent explained by the overlap of the muon pulse with the pulse from an earlier random hit. The leading edge is then shifted in time, falls outside the time window used to measure the efficiency, and causes an apparent loss of efficiency. This depends on the total rate, and thus requires a three times larger rate to produce in the short cells the same effect as in the long cells. The data corroborate this interpretation.

�

Fig. 3.9.16: Efficiency of a single drift cell, as measured with the help of a narrow muon beam operated simultaneously with the wide photon beam.

The single-cell resolution was obtained from the reconstruction of the track segment in each superlayer. Random hits close to the muon track disturb the reconstruction, and are visible as a second, wider pedestal on the resolution peak. Also, hits from electromagnetic secondaries produced by the high-energy muon contribute to this pedestal [16]. The standard deviation of the Gaussian is shown in Fig. 3.9.17 for a wide range of hit rates. For rates up to the highest LHC rate about 15% and 25% of the hits contributed to the pedestal for the 1 m and 3 m long drift cells, respectively. The observed width of the Gaussian peak, i.e. the cell resolution, does not vary over the LHC range of rates.

�

Fig. 3.9.17: Single hit resolution, from muon tracks reconstruction in every group of four drift cell layers. Overlap of muon hits with pulses from muon e.m. secondaries and from the photon irradiation add a pedestal to this gaussian distribution.

To conclude, tests done with a large prototype demonstrated, for rates as high as ten times the highest rate expected at the LHC, that there is no degradation of the drift tube performance.
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