4.3	DETAILED CHAMBER DESIGN:  ME1/1

4.3.1	General features of ME1/1 

The innermost ME1/1 station should provide very good spatial resolution of 75 (m per station in order to achieve the required momentum resolution in the endcap muon system. The chambers must provide efficient pattern recognition and matching with the inner tracker. This spatial resolution should be delivered in the presence of a strong axial magnetic field in excess of 3 tesla. The chambers should be very fast in order to identify the bunch-crossing. Their recovery time should be fast because the chambers will operate in the presence of the highest particle background rate in the CMS Muon System, up to 1 kHz /cm2, which corresponds to a rate of 100 kHz per cathode readout channel.

4.3.2	ME1/1 chamber design

The design parameters of the ME1/1 CSCs are optimized to meet the specified requirements. A general view of the chamber is shown in Fig. 4.3.1.
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Fig. 4.3.1:  A general view of the ME1/1 chamber.

The inner radius of the chamber sensitive area is set by the required acceptance at (=2.4, and the outer radius by the gap between the endcap and barrel detectors. The (-dimensions of the chamber correspond to the baseline segmentation of 10(. Cross-section views of all four chamber sides are presented in Fig. 4.3.2. 
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Fig. 4.3.2:  Chamber cross-sections along the wire plane.

A general overview of a CSC is described in section 4.2. Seven panels are stacked together to form six gas gaps. The width of each gas gap (cathode-to-cathode, approximately 6 mm) is set by 32 precise spacers with a tolerance on height of (25 (m. The main mechanical construction element of a CSC, a “honeycomb” self-supporting panel, is shown in Fig. 4.3.3. 
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Fig. 4.3.3:  Self-supporting “honeycomb” panel.

The main requirements for the ME1/1 panel are flatness and rigidity. Such panels have been designed, and prototypes produced. A first set of panels was used for the P3 prototype fabrication. The panel consists of a “honeycomb-like” structure sandwiched between two electrodes, one with a continuous copper surface and the other with a milled strip pattern. The “honeycomb-like” filler of a rectangular shape grid is made out of 0.5 mm G10 strips. The size of a cell is 20(40 mm2. The honeycomb has edge-reinforcing 25 mm wide bars running along its perimeter and between the electrode sheets. Electrodes are made out of 0.8 mm single-sided copper clad FR4 sheets. The thickness of the copper lamination is 18 (m. 

Six out of the seven panels carry strip artwork on one side. For strip electrode production a milling machine has been designed and assembled (Fig. 4.3.4).
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Fig. 4.3.4.:  Photo of the strip milling machine

The radial shape of the strips is made by a 0.35 mm thick rotating diamond disk. The strips cover the (-angle range of (5.42( to provide an overlap with the neighboring CSCs. A cross cut of the strips provides a radial split of the strips into two groups in order to minimize background rate per cathode channel. After milling the strip, electrodes are polished.

The anode-to-cathode distance is defined by wire fixation bars with a tolerance of (25 (m. A special technology for making precision bars (G10 sandwich) was developed. 

Anode planes consist of 30 (m wires produced by the Luma [4.17]. The elastic limit of these wires is 125 g while the breaking tension is around 160 g. Wire tension is chosen as 80 g and is delivered with an accuracy of (5 g by the wire stretching machine which is shown in Fig.4.3.5.
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Fig. 4.3.5:  Photo of the wire stretching machine

A wire plane is transferred from the winding machine by using transfer frames and soldered on the wire fixation bars with precision combs which ensure 2.5 mm wire spacing with an accuracy of (25 (m. To compensate for the Lorentz effect of the axial magnetic field at a nominal value of 3.5 tesla, the anode wires are positioned at an inclination angle of 25( with respect to the central strip axis, as shown in Fig. 4.3.6.
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Fig. 4.3.6:  Detail of lower corner of the ME1/1 chamber, showing how slanted wires are soldered. 

Each anode wire readout channel corresponds to a group of 11-12 wires. Here we mention that the design of the readout electronics cards (taking into account a small strip width and tilted wires) should also be matched to the limited space of the chamber surface.

4.4	FRONT-END READOUT AND TRIGGER ELECTRONICS

The front-end electronics for the CMS Endcap Muon System has two main purposes: 

1) to acquire precise muon position and timing information for offline analysis; 

2) to generate muon trigger primitives for the Lev-1 trigger system.

In a CSC layer, the anode wires are in the azimuthal direction and the cathode strips are in the radial direction. The bending of charged tracks by the magnetic field in the endcap region is in the azimuthal direction, and the precise measurement of the azimuthal coordinate of a hit is achieved by interpolation of charges induced on neighbouring cathode strips. The anode wires provide precise timing measurement of a hit as well as a coarse measurement of its radial position.

The organisation of the front-end electronics is schematically shown in Fig.4.4.1.
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Fig. 4.4.1:  Organisation of the CSC front-end electronics.

Cathode and anode front-end boards (FEB) are mounted directly on the CSC modules. The data from the FEBs are sent by cables to a readout motherboard (MB), also mounted on the chamber. The MB serves as the link between the FEBs and the rest of the detector. It sends the readout and trigger data to the central DAQ system and the Lev-1 trigger system.  It receives trigger, timing and control (TTC) signals and distributes them to the FEBs.

4.4.1	General system requirements

The general requirements of  the front-end readout and trigger electronics are: 

-	to perform without dead-time; 

-	to be able to function with high strip and wire singles rate; 

-	to identify and reject random background hits due to neutrons or photons; 

-	to be compact and be suitable for chamber mounting; 

-	to be inexpensive on a per channel basis; 

-	to generate as little heat as possible; 

-	to be able to withstand the radiation level in the endcap muon region.

Requirements 4),5) and 6) are related and are consequences of the large channel count of the electronics system. In particular, they mean that the electronics must make extensive use of ASICs (application specific integrated circuits). The per channel power consumption is required to be less than 200 mW. In order to use the less expensive non-rad-hard ASIC processes, the total radiation dosage integrated over 10 LHC years in the endcap chamber region must be kept below 1 krad for ionizing particles and below 1012 neutrons per cm2.  Background simulation shows that this condition will be met.

4.4.2	Cathode front-end electronics

The cathode FEB consists of 96 input channels per board. Each front-end board is designed to read out a tower consisting of 16 neighbouring strips per layer by 6 layers deep. The functional diagram for the cathode FEB is shown in Fig.4.4.2.
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Fig. 4.4.2:  Functional diagram of the cathode front-end board

The input signals from each of the strips are sent into 16-channel amplifier-shaper ASICs (There are 6 such ASICs per FEB). Each input signal is amplified and shaped into voltage pulses. The output pulse shape is semi-Gaussian and the shaper peaking time is 100 ns.  To minimize pile-up effects in high rate environment, circuits to cancel the long tail of the chamber pulse due to ion drift are integrated into the shaper. Channel-by-channel calibration will be done using a set of precisely matched capacitors that couple a test pulse to each channel's input.

One output of the shaper is connected to the trigger path whose main components are a Comparator Network and a Local Charge Track (LCT) processor. The comparator network locates the centroids of the strip charge clusters in each chamber layers to an accuracy of half the strip width and marks its time. The resulting information is fed into the LCT trigger processor which look for coincidence of cluster centroids from a minimum number of chamber layers which form a “road”.  The time, location and angle of the LCT are used to determine trigger primitive parameters for the Lev-1 muon trigger.

The other output of the shaper is connected to the DAQ readout path. The voltage is sampled every 50 ns and held in a Switch Capacitor Array (SCA) during the Lev-1 latency. The readout of the stored samples is data-driven: they are digitized and read out only when an LCT trigger associated with the sampled pulses occurs and that the LCT is time correlated with a Lev-1 Accept. This requirement significantly suppresses random background hits induced by neutrons and photons. The digitized data is saved in memory and transmitted to the main DAQ system upon request by the MB. The IC’s on the cathode FEB are listed in Table 4.4.1.

Table 4.4.� SEQ Table_4. \* ARABIC �1�

ICs on the cathode front end board.

ASIC Type�No. Channels 

per ASIC�No. of ASICs 

per Board��Preamp-Shaper�16�6��SCA�16�6��Readout Control (FPGA)�96�1��Comparator�16�6��LCT Demux/Controller�96�2��LCT Selector�96�2��Trigger RAM (32 kByte)�6�16��ADC (12 bits, 20 MHz)�96�1��4.4.2.1 Cathode preamp-shaper

For the CMS endcap chambers, the cathode strips are in the radial direction and they provide the measurement of the bending (azimuthal) coordinate.  This measurement relies on the interpolation of charges induced by the avalanche process on several (4-5) neighboring cathode strips (hereafter referred to as a cluster). The resulting position resolution is proportional to the percentage error of the cluster charge measurement. For chambers with strip width equal to the gas gap (twice the anode to cathode distance), this resolution is approximately equal to w(Q/Q, where w is the strip width, Q  and (Q are �the total cluster charge and its error.  For a cluster with N strips,
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where (q is the noise of each strip channel.  In the absence of RF pickup noise, (q is dominated by the electronics noise of the input FET in the preamp ASIC.

The required resolution per station is 75 mm for ME1/1 and ME1/2 chambers (<w>~0.5 cm) and 150 mm for rest of the endcap chambers (<w>~1.0 cm), which includes electronics noise and all other contributions. To achieve these resolutions, the strip charge q must be measured with an accuracy of  Dq/Q~1% for all chambers. The design goal is to achieve <1% in (q/Q for the entire endcap muon system. This calls for a state-of-the-art low noise amplifier.

Table 4.4.� SEQ Table_4. \* ARABIC �2� 

 Cathode preamp-shaper specifications.

Equivalent Input Noise (rms):�Cstrip x 25e/pF + 700 e��Shaper Peaking Time:�100 ns��Peaking Time of 

Amplified and Shape Chamber Signal:�

170 ns��Shaped Waveform:�5 pole semi-gaussian with tail cancellation��Nominal Input Chargei,ii�112 fC  (=7000 x 100 (S/N))��Preamp-Shaper DAQ Gain:�0.9 mV/fC��Preamp-Shaper LCT Gain:�3.6 mV/fC��Non-Linearity:�<1%; 0 - 1.5 volt��Dynamic Range:�12 bits��Overall System Gain:�0.5 fC/ADC count��Two Track Time Resolution:�125 ns��Gain Variation:�<4% channel-to-channel

<10% chip-to-chip��Calibration Precision:�0.5% over full range��i)	Corresponding to the average ionization deposition (Landau peak) for  a normally incident minimum ionization particle. The operating voltage or  the chamber gas gain corresponding to this input charge should be determined empirically. 

ii)	The gas gain required is 100 ( 7000 ( Nion ( fatt ( find ( fsh, where Nion is the number of ion pairs generated by the traversing  particle; fatt is fraction of drift electrons lost due to attachment  to chamber gas molecules; find is fraction of the anode charge induced on either cathode; and fsh is fraction of avalanche charge collected by anode for a given shaping time. Simulation [4.18]  of CSC response gives Nion = 180 (for 10 mm gas gap); Fatt = 0.5; find = 0.41; fsh (100ns shaper peaking time) = 0.19. Based on these numbers, the gas gain is estimated to be about 105.

The intrinsic noise for the preamp-shaper depends primarily on three parameters: the input (strip) capacitance, the size (width and length) of the preamp FET and the shaper peaking time.  Anticipating the high rate environment at the LHC ( the estimated neutron and charged particle hit rate can be as high as 1 kHz/cm2 at the design luminosity of 1034/cm2 s  ( the shaper peaking time is chosen to be 100 ns for fast recovery and for good two-pulse time resolution.  These considerations together with practical choices for the FET size lead to the requirement that the rms equivalent input noise be less than 7000 electroncs for the strip with the highest capacitance in the system (250 pF).

The required minimum signal to noise ratio of 100 can be met by operating the chamber with a gas gain such that the induced cathode charge by a normally incident minimum ionizing particle is about 7 ( 105 electrons, or 112 fC. The overall system gain is 0.5 fC per ADC count. The electronics noise from the largest chambers will result in an ADC pedestal rms width of 2.2 counts and the peak of the Landau distribution will be located at around 250 counts (8 bits). The dynamic range is 4000 (12 bit ADC), which is necessary to accommodate the tail of the Landau distribution and variations due to chamber and amplifier gains. The gain of the trigger output of the preamp/shaper may be set higher in order to minimize any effects due to comparator offsets.  These specifications are listed in Table 4.4.2.
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A charge sensitive preamp-shaper ASIC, named the BUCKEYE chip, has been developed based on the above requirements for all endcap chambers, except ME1/1. The BUCKEYE chip has gone through five submissions.  Each of the submissions is a four channel prototype ASIC. The foundry used is MOSIS-HP and the process is 1.2 (m CMOS with linear capacitors.  The block circuit diagram for the BUCKEYE chip is shown in Fig. 4.4.3.



NEED FIGURE HERE



Fig 4.4.3  Circuit block diagram of the BUCKEYE ASIC.

The test result of the latest submission shows that the BUCKEYE  chip has met all the key design requirements. Fig.4.4.4(a)  shows the output pulses of the BUCKEYE chip in response to impulse input charges of magnitude  ranging from 1 to 20 mips (1 mip is equivalent to a charge of 110 fC).  No change in the peaking time versus amplitude is observed. The output pulse height is 93 mV per mip, which corresponds to a gain of 0.85 mV/fC.  Channel-to-channel gain variation (based on a total of 60 channels) is measured  to be less than 4%.
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Fig. 4.4.4:  a) Output of the BUCKEYE chip in response to impulse charge inputs; b) Output of the chip in response to chamber signals due to ;cosmic rays in PIA, a full-scale prototype CSC with 3.3 m strip length.

The BUCKEYE chip was also tested on a full size prototype CSC chamber (P1A). Fig. 4.4.4b)  shows the response of the chip  to chamber signals generated by cosmic rays.  The shaped pulses are observed to come back down to baseline after 300 ns as a result of tail cancellation. The output pulse height versus input charge is plotted in Fig. 4.4.5 (a), which shows that deviation from linearity is less than 1% from 0 to 1.4 volts, corresponding to the range from 0 to 15 mips. 
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Fig. 4.4.5: a): Measured linearity of the BUCKEYE chip;  b) measured noise spectrum of the BUCKEYE chip.

Fig. 4.4.5 (b) shows the measured noise spectrum of the BUCKEYE chip, which is in excellent agreement with SPICE simulations. The total measured noise is 6600 electrons for an input capacitance of 250 pF, well within the design specification. 

4.4.2.2 Analog storage and control

The output pulse of the preamp/shaper ASIC will be sampled at 20 MHz rate and the voltages stored in an SCA channel. There are 6 SCA ASICs on an FEB and each ASIC contains 16 channels for a total of 96 channels per FEB. Each SCA channel contains 96 capacitors.  Note the nominal number of capacitors per channel is 60, corresponding to the Lev-1 latency of 120 beam crossings.  The additional capacitors provide extra buffer which ensures deadtime-free sampling during the readout and digitization processes.

The development of the SCA ASIC is nearing completion. First 16 channel prototype ASIC has been produced and tested.  There are 96 capacitor cells per channel.  The chip was tested in simultaneous write/read mode with the required speeds.  The cell-to-cell pedestal variations were measured. The rms deviation of cell pedestal values from the the channel mean (average of 96 cells) for different channels is found to lie within 0.5-1.0 mV, comparable to  the amplifier noise level of 1 mV.  This variation will be further reduced in the next iteration, making pedestal subtraction unnecessary.  The measured linearity and the uniformity of cell-to-cell transfer functions  are also within the specification.

The main consideration for choosing full-wave sampling over the Track-and-Hold method is to ensure that pulse height and timing measurements be not affected by pileup effects. (At the designed luminosity of 1034, the charged particle plus neutron hit rate could reach 1 kHz/cm2 and the singles rate on the longest strip can be as high as 300 kHz.)  Eight samples for each pulse will be saved. The eight samples include 2 to 3 samples of the baseline voltage for pile-up correction and 5 to 6 samples of the signal pulse for offline reconstruction of the pulse timing and pulse height. The digitization and readout of the samples is managed by the Readout Controller on the FEB.

Fig.4.4.6 shows the schematic diagram  of the readout controller logic. The controller's main function is to generate write (every 50 ns), and read addresses of the SCA. To minimize noise generated in the SCA chip, the addresses of the 96 capacitors of a given SCA channel are kept in a Gray code sequence instead of a numerically ordered one. In a Gray code, the neighboring addresses differ only by 1 bit in binary. The capacitors of an SCA channel will be identified by 96 7-bit address words. These addresses are organized into 16 blocks, the higher 4 bits of each address represent the block address of a cell.  Within a block the lower 3 bits of the cell address represent the sub-address.  Both the block addresses and sub-addresses are generated in Gray code sequences.

The sampling (at the rate of 20 MHz) of the preamp-shaper output voltage is a non-stopping process, and the capacitor cell used to store the voltage is taken from a pool whose content is contantly updated. When a voltage sample is stored on a capacitor, its address is tagged so that it is taken out of the available capacitor pool. The tag is reset and the capacitor put back into the pool when either of the following conditions are satisfied: 1) no LCT associated with the stored voltage is found; 2) an LCT is found but there is no Lev-1 Accept after 120 beam crossings. Otherwise, the addresses remain tagged. When the Readout controller receives a Lev-1·LCT signal, these tagged addresses are issued as SCA read 

�

Fig. 4.4.6:  Schematic diagram of the Readout Controller.

and the multiplexing and digitization of the stored voltages on these capacitors are initiated. As soon as the digitization process is finished, the tags on these capacitors are reset and digitized data stored in the RAM.  This bookkeeping scheme is common to all channels of the SCA ASICs on the FEB. The readout controller logic has been implemented and tested using a XILINX 4005 field programmable gate array (FPGA). 

4.4.2.3  Cathode FEB prototype test

A prototype PC  board was made which houses the BUCKEYE preamp-shaper chip, the SCA chip, the XLINX chip, a 12 bit ADC and an oscillator. The board  was tested on a full size CSC prototype (P1A) with 3.3 m long cathode strips.  Raw chamber pulses from neighbouring strips are sent into the BUCKEYE chip. The output of which is sampled and stored in the SCA.  The stored voltage samples are read out upon request, digitized and read into computer.  Fig.4.4.7 shows the digitized data for several adjacent strips.  Also shown are the scope traces of the output pulses of the BUCKEYE chip.  As can be seen the agreement between analog input  and digital output is excellent.  The total noise is measured to be 1.7 mV  rms.  The contribution from the preamp-shaper ASIC is 1.1 mV and the rest  comes mainly from the ADC (0.5 mV) and the pedistal variation from cell to cell in the SCA (1.0 mV).
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Fig. 4.4.7:  Digitized chamber pulses amplified by the BUCKEYE chip and sampled and stored in SCA.

4.4.2.3  Cathode trigger comparator

The CMS Lev-1 trigger system is designed for a maximum output rate of  100 kHz and single muon trigger rate is capped at few kHz.  Studies [4.19] showed that, for pt thresholds of 20-40 GeV/c, a 30% momentum resolution is required to achieve this limit. For ( = 2.4, Monte Carlo calculation demonstrates that 30% momentum resolution is achievable if track hits can be localized to within half the strip width. Two methods are considered. 

The first method adopted in the EMU baseline design to realize this resolution involves the comparator network scheme [4.20]. The basic building block of the comparator network is shown in Fig.4.4.8. Four comparators are used for every input channel. The pulse from the fast shaper for strip n is compared with a pre-set threshold level and also with pulses from neighboring strips (strip n-1 and strip n+1). Strip n has the peak charge if its pulse is larger than the neighboring strips.  At the same time, the track hit position is localized to either right or left half of strip-n by a fourth comparator which compares pulses from strip n-1 and strip n+1.   The output levels from the comparators are latched  synchronously with the bunch crossing frequency and fed into AND gates to produce two digital signals.
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Fig. 4.4.8:  Functional diagram of one channel of the comparator ASIC.

Ln and Rn. The Ln and Rn signals are used for high pt (10-100 GeV) trigger where good spatial resolution is important. Additionally, these signals are ganged 4:1 into 2-strip wide bits for use by a low pt (2.5-10 GeV) trigger.  Since the analog signals are slow compared to the bunch crossing interval, the five comparator network output signals (four half-strip plus one ganged output) are time-multiplexed into three consecutive bunch crossings for output from the comparator chip. In the first bunch crossing, an output bit represents a hit on either of the strips, while during the following two crossings the output contains encoded information as to the half-strip location of the hit.

The second one is a "digital" method [4.21]. The aim of that algorithm is to define the geometrical centre of a cluster. Fig.4.4.9 shows the functional diagram of the "digital" algorithm.
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Fig 4.4.9: Base cell schematic diagram for each strip.

Basic cluster patterns (1 or 2 or 3 strips in the cluster) represents experimental data obtained with the Dubna X-ray prototype exposed with cosmic rays in December [4.22]. Main logical unit (basic cell), implemented in standard logic gates, is connected to the discriminated fast shaper outputs from 5 adjacent strips. If the cluster width is odd, the bit appears on the output "centre". In the case of even cluster width the bit  appears on  the output "between". The absence of the signals on  N+2 and  N-2 inputs indicates that the cluster is isolated. If the cluster is wider than 3 adjacent strips one suspects that it was cased by more than one particle. It is possible to extend the algorithm to set more than 1 bit on output in such a case [4.23]. The algorithm could be adjusted (e.g. number of inputs to one basic cell might be changed) to actual chamber geometry and parameters of the fast cathode electronics which may change the average cluster size. The outputs of the basic cell are latched synchronously with BX clocks. The interface to the pattern processor is the  same as for the comparator ASIC. For compatibility of the pattern processor the pins layout and output data encoding  have  to be the same as comparator ASIC.

4.4.2.4  Cathode trigger processor

The digital signals generated by the comparator network are brought into the cathode LCT processor which finds track "roads" through the 6 cathode layers within in a time interval of 75 ns [4.24] [bib-hauser2]. The magnetic field in the endcap  causes bending of charged tracks in the direction transverse to the strips  (azimuthal direction). High pt (>10 GeV/c) tracks bend a maximum of 1.8 strips in the 15 cm between the first and sixth layer in the chamber.  Low pt (2.5-10 GeV) tracks will bend as much as 7.2 strips in the chamber module.

The cathode LCT processor cycles through six phases at 40 MHz.  The processor normally cycles in the first phase, in which the circuitry finds patterns among the 2-strip wide bits.  There are 48 such bits per card, plus an additional 16 bits input from adjacent cards in order to handle all cases of bending tracks.  If any "pretrigger" pattern is found in the first phase, then the processor continues through the following phases sequentially. Before the second phase, there is a short delay to allow signals from all layers to arrive, then all signals are latched until the end of the processor cycle.  During the second phase, the 2-strip wide bits are interrogated again, to find in this case the "best" possible such pattern (either low-pt or high-pt).  In the following four phases, additional high-pt patterns are found among the half-strip bits in time-multiplexed fashion.  In case more than one pattern is found, priority encoding circuitry selects the single best pattern per card for output.

The cathode LCT processor consists logically of four pipelined data sections, coordinated by an LCT controller state machine. A simplified diagram of the cathode LCT processor is shown Fig. 4.4.10.  The input signal demultiplexor receives comparator network output signals, stretches them to persist for approximately 75ns to allow for the variation in drift times from the different chamber layers, and outputs the bits to pattern look-up circuitry in a particular time-sequenced order.  Upon receiving a pretrigger signal, the controller instructs the signal multiplexor to latch the signals for a somewhat longer period of time to allow the LCT to be found precisely.  The signal demultiplexor and LCT controller are ideally implemented in an FPGA for prototyping and converted to an ASIC design for cost savings in final implementation. 
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Fig. 4.4.10:   file{lctcath.eps} {Fig-cathlct} Schematic diagram of the cathode LCT processor. 

The pattern look-up section of the cathode LCT processor simply inputs patterns of hits and outputs pattern ID numbers for all found patterns. The set of patterns allows for missing hits, i.e. 4 out of 6 layers or 5 out of 6 layers, in addition to 6 out of 6 layers. This section must be programmable in order to handle the various types of chambers and to maintain flexibility of triggering.  While the pattern look-up could in principle be implemented as AND gates in an FPGA, at present a more cost-effective solution is an array  of sixteen 32-kByte static RAM chips.

Since the pattern look-up circuitry can find more than one valid pattern within a given set of input bits, additional circuitry is included to select the most desirable pattern found.  This is done by priority encoding: for each track pattern, there is a unique associated 8-bit pattern ID.  The pattern ID is assigned according to the desirability of the pattern.  For instance, a 6/6 pattern which goes straight through the chamber corresponding to an infinite momentum track will have the highest possible pattern number, 255. At the end of the cathode  LCT processor cycle, LCT data is presented at the output and sent by cable to the motherboards.  The LCT output includes the best pattern ID number, as well as the bunch crossing number.  The pattern ID=20 represents the full knowledge of the strip pattern found, and can be used as input to a look-up table to find the number of hits and the best estimates of position and angle.  The bunch crossing number gives a cross check of system timing. Since the functionality is fixed, the LCT selector can be implemented in ASICs with minimal or no programmability.

Provision is also included in the cathode LCT processor for downloading the pattern lookup tables, and for optional readout of the raw bit patterns from the comparator chips for debugging. The clocking of the comparator and LCT processor chips is done by the motherboard, and is programmable adjustable within the bunch crossing interval.

4.4.3	Anode front-end electronics

The anode readout is similar to that of the cathode except that the emphasis is on the accuracy of timing instead of pulse height. Each input channel of the anode FEB is a ganged group of wires (10 to 20) from a layer. 

Fig.4.4.11 Fig- anodgrm.eps } shows the functional diagram for the anode FEB. The input signals go into 16-channel preamplifier-shaper ASICs (6 per FEB).
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Fig. 4.4.11:  file{anodgrm.eps}{Fig-anodefeb} Functional diagram of the anode front-end board.

The amplifiers are similar to the ones on the cathode FEB, but optimized for the summed anode input capacitance. The signals are shaped with shaper peaking time of 30ns and sent into discriminators. The logic pulses from the discriminators are used to  form the LCT and to determine the bunch crossing time of the track segment. The discriminator output pulses are also latched and pipelined for readout into the DAQ network via the motherboard, providing hit/no-hit information for each of the wire groups. Table 4.4.3 lists the ICs housed on the anode  front-end board.



Table 4.4.3

ICs on the anode front end board.

ASIC Type�No. Channels

per ASIC �No. of ASICs 

Per board��Preamp-Shaper�16�6��Discriminator�16�6��Readout Control (FPGA)�96�1��LCT Pretrigger/Controller�96�2��LCT Selector�96�2��4.4.3.1 Anode preamp-shaper and discriminator

The primary function of the anode electronics is to determine the timing of the track hit with an accuracy of better than 1 bunch crossing (25ns). Therefore the anode preamp-shaper requires fast shaping. Good timing resolution can be obtained by sensing the first few electrons from the initial ionization in the CSC.  However, shorter shaping time results in higher intrinsic electronics noise. For shaping time of 30 ns and for nominal chamber gas gain, the CSC signal arise from the avalanche produced by a single electron is comparable to the equivalent input noise of the amplifier.  To stay safely above this noise level, discriminator threshold needs to be set at 7 to 10 initial electrons, which can result in large time jitter. These considerations lead us to adopt the scheme of a two-threshold discriminator which is triggered above the noise level while at the same time achieve precision timing.

In this scheme, a high-threshold discriminator is driven by the initial signal from the amplifier.  The threshold level is adjustable from 10% to 70% of a nominal MIP signal.  The resulting pulse serves as the enable for the precision-time discriminator.  The precision time discriminator consists of a constant-fraction shaper and a low-level discriminator. The constant-fraction shaping is done by adding the differentiated amplifier signal and the corresponding delayed and inverted signal. The resulting pulse is further amplified and delivered to the input of a low level zero-crossing discriminator. The zero crossing point corresponds to approximately half the rise time of the input signal. The threshold of the low-level discriminator is used for adjusting the start time of the output pulse. Table 4.4.4 lists the design specifications for the anode preamp-shaper and discriminator circuits. 



Table 4.4.4

Anode preamp-shaper specifications.

Equivalent Input Noise (rms):�fC at 0 pF   (1.7 fC at 200 pF)��Shaper Peaking Time:�30 ns��Shaped Waveform:�Semi-gaussian with 

Two-exponent tail cancellation��Nominal Input ChargeI�142 fC (8.8 x 105 es)��Transfer Function (gain)�5 mV/fC (differential output)��Non-Linearity:�<10%; 0 - 1.5 volt��Two-threshold Discriminator:�High threshold disc used as ENABLE;

Low threshold zero crossing disc

Driven by const-frac shaped pulse.��High-level Threshold:�Adjustable from 20 – 500 mV��Discriminator Slewing Time:�2 ns��i)  Corresponding to the average ionization deposition (Landau peak) for a normal incident minimum ionization particle.  For a gas gain of 105, this input charge is equal to (Nion)(fatt)(faval)(fsh) ( 105, where faval is the fraction of the avalanche charge collected by the anode and all other factors are defined the same way as in footnotes i and ii of Table 4.4.2.  Simulation [4.18] gives Nion = 180 (for 10 mm gas gap); Fatt =0.5;  faval = 0.82; fsh (30ns shaper peaking time) = 0.12. 

A combined preamp-shaper-discriminator ASICs based on the above specifications are being developed using the ORBIT process through MOSIS for all the endcap chambers except those in the ME1/1.  Fig. 4.4.12 shows the circuit block diagram for this ASIC.

�

Fig. 4.4.12: Circuit block diagram for the anode preamp-shaper-discriminator  ASIC file{anodgrm.eps}{Fig-anodefeb} .



Bench and on-chamber test results with third generation ASIC prototypes have been obtained shortly before this document is finalized. The results show that the key design requirements have been met.  Using this chip on the full size CSC prototype P1, the measured arrival time distribution  (shown in Fig.4.4.13) of cosmic ray hits in a single layer  has an RMS width of 9.8 ns and full width of about 70 ns.

�

Fig.4.4.13. Anode arrival time distribution with Aug 97 submission of  PA/SH/DISC ASIC

4.4.3.2 Anode LCT processor

The anode LCT trigger processor finds track “roads” through the 6 anode layers just as the cathode LCT trigger circuitry does.  There are, however, several differences. The anode segmentation is much coarser and the roads are straight lines to the interaction region, independent of pt. The roads also may differ in different chips and boards due to the changing polar angle. More importantly, though, the anode timing is preferred over the cathode timing to identify the correct bunch crossing. This is because the analog circuitry on the anodes is optimized for timing rather than pulse height measurement. A diagram of the anode LCT processor is given in Fig. 4.4.14.

First, the discriminator outputs are latched at the bunch crossing frequency.  Whereas the maximum drift time is as large as 50-70ns, tests using beam muons (see Section 4.8.3) cite{bib-bondar} have shown that  the earliest signals out of the six layers arrive with about 97% probability within the 25 ns bunch crossing interval. If the background neutron hit rate is high, it will be safer to use the timing of the second earliest hit in preference to the very earliest. Therefore, a pretrigger finds a coincidence of hits on two or more layers within a single bunch crossing in order to establish the proper bunch crossing. In order to establish optimal timing, the phase of the latch clock relative to the actual bunch crossing time is controlled by the motherboard and is adjustable to 2ns accuracy. The anode LCT pretrigger/con troller functions can be implemented in one or two ASICs, but must maintain limited programmability to allow for flexibility in the bunch ID algorithm.{Fig- lctanode.eps

alctop.eps }

Discriminator outputs are also latched for a longer time interval and presented to pattern look-up tables, which find roads with up to six hits. Pattern look-up circuitry for the anode LCT is similar to that for the cathode LCT, i.e. patterns of hits are input and pattern ID numbers for all found patterns are output. The set of patterns allows for missing hits, i.e. 4 out of 6 layers or 5 out of 6 layers, in addition to 6 out of 6 layers. The look-up tables are programmable in order to handle the various types of chambers and to maintain flexibility of triggering.  While the pattern look-up could in principle be implemented as AND gates in an FPGA, at present a more cost-effective solution is an array of sixteen 32kByte static RAM chips.

�

Fig. 4.4.14: Functional diagram of the anode LCT processor.

Since the anode pattern look-up circuitry can find more than one valid pattern within a given set of input bits, addition al circuitry is included to select the best LCT.  This is done by priority encoding: for each LCT pattern, there is a unique associated 7-bit pattern ID.  The pattern ID is assigned according to the desirability of the pattern. If an LCT pattern is found, then a bunch crossing ID from the pretrigger requirement is assigned and anode LCT data is sent onto cables to the motherboards. The anode LCT output data includes the best pattern ID number and the wire number, as well the bunch crossing number. The pattern ID represents full knowledge of the strip pattern found, and can be used as input to a lookup table to find the number of hits and the best estimates of position and angle. The bunch crossing number gives a cross-check on the system timing. The LCT selector and output formatting can be implemented in ASICs  with limited or no programmability, due to their fixed functionality.

Provision is also included in the anode LCT processor for downloading the pattern lookup tables, and for readout of the raw bit patterns from the discriminators.

4.4.4	The readout motherboard

�

Fig. 4.4.15: file{mbdgrm.eps}{Fig-trigdaq} Functional diagram of the Trigger and DAQ interfaces on the  motherboard

The readout motherboard serves as the link to the Lev-1 muon trigger and to the DAQ network of the experiment. Several other functions vital to the operation of the front-end electronics are also located on the MB. These include bunch crossing clock fanout to the FEBs; interface to the Run Control; calibration input; slow control; and low voltage distribution. There is one motherboard for each CSC module. Above Fig. 4.4.15 file{mbdgrm.eps}mbdgrm.eps } shows the schematic diagram of the trigger and DAQ interface on the motherboard.

4.4.4.1 Trigger interface

The information associated with LCT's generated on cathode and anode FEBs are sent to the motherboard.  This information includes the bunch crossing time and the location and angle of each LCT as well as a programmable quality factor.  The LCT location and its angle are coded in the LCT-road (LCT_Rd) number issued by the LCT chip.

When the timing between cathode and anode LCT's is found to agree within 1 bunch crossing, the LCT is kept and the (, f and pt of the  track segment is computed from the LCT_Rd numbers. When more than one valid LCT is found by the motherboard, only the best two, as determined by the quality factors, are retained. These are then passed on to the port cards along with the (anode) LCT bunch crossing number (LCT_BXN).  Each port card spans a 30o sector of an endcap layer.  It will in turn pick the best 3 LCT's originating in a 30o sector and pass them on to the sector processor of the muon Lev-1 trigger (See Chapter 6). The trigger interface is fully pipelined and synchronous with the beam crossing clock.

4.4.4.2 DAQ interface

The readout of the data from each FEB is coordinated by the motherboard so that readout across FEB card boundaries will be seamless.  As shown in Fig. 4.4.15 file{mbdgrm.eps}Fig-trigdaq}  digitization of the stored voltage samples is initiated by the arrival on the MB of a Lev-1 accept which has a bunch crossing number (BXN) matching that of an LCT. When this occurs, the readout controllers on the FEBs are notified with an  Lev-1·LCT “true” signal.

Upon the reception of the Lev-1·LCT “true” signal from the motherboard, the readout controller on each FEB checks for the occurrence of time correlated LCT in that part of the chamber.  If an  LCT is found, data within the corresponding sampling time window from all channels of that FEB will be digitized and readout. 

To estimate the amount of readout data, we assume that whenever an Lev-1·LCT occurs, all 96 channels from 1 or 2 (if the LCT crosses board boundary) FEB(s) would be digitized and readout out. Sixteen capacitor cells (2 blocks ( 8 cells per block) per channel must be digitized to guarantee 8 useful samples per pulse.  The amount of digitized data per LCT is 16 samples ( 96 channels ( 1(2) or about 1600(3200) 16-bit words. The digitization time using one 20 MHz ADC per FEB is 16 samples ( 96  channels ( 50 ns = 76.8 usec.

This data is transmitted by digital optical link (one per MB) to the FED card in the central DAQ crate. The Monte Carlo simulated average LCT rate per chamber is on the order of 300 kHz [4.25].  Assuming the designed Lev-1 rate to be 100 kHz and  the coincidence time window between Lev-1 accept and LCT to be 100ns, the Lev-1·LCT rate per chamber is 100 kHz ( 300 kHz ( 100ns = 3 kHz. Therefore the required bandwidth per link is 3 kHz ( 3200 words ( 16 bits/word = 154 Mbits/s.

The readout of the anode information, i.e. addresses of the wire hits and the bunch crossing number corresponding to the hits, will also be driven by the coincidence of the anode LCT with an incoming Lev-1 accept. The process is similar to the one used for the cathode readout. The volume of the anode data per track segment is much smaller (<10%) than that of the cathode data.

4.4.5	ME1/1 front-end electronics 

4.4.5.1 General features

The design parameters of the ME1/1 chambers such as gas gap, wire diameter, strip width and pitch are optimized to deliver a space resolution of order of 75 (m and timing resolution of 2 - 3 ns for BX identification, in strong magnetic field of 3 tesla at background rates exceeding 100 kHz per strip readout channel. To achieve the required chamber performance, the ME1/1 front-end electronics has been separately designed in order to be matched to the chamber design parameters. Since 1992 many prototypes of front-end CSC readout were designed using various concepts and technologies. They have been thoroughly studied and tested in beams and cosmic rays. As a result of this development, three ASICs were designed and produced in Minsk by the Integral company:

-	16 channel preamplifier-shaper for the readout pass;

-	16 channel fast shaper-discriminator for trigger;

-	8 channel anode wire readout chip.

An optimized version of the analog memory is being investigated to achieve the maximum possible rate capability for the ME1/1. The front-end ASICs will be implemented in the standard CSC readout scheme described in subsections 4.4.1 - 4.4.4. The layout and size of the PC board will be matched to the available space in the ME1/1 chambers.

4.4.5.2  16-channel preamplifier-shaper ASIC for DAQ

The cathode preamplifier-shaper ASIC comprises 16 identical cathode strip readout channels. Layout of this ASIC is shown in Fig. 4.4.16. 

�

Fig. 4.4.16:  Layout of cathode preamplifier -shaper ASIC

Each channel of the ASIC consists of a CSP pair, enhanced preamplifier output for trigger channel, and shaper with gain and tail cancellation control. The shaper is composed of five stages: four integrators and an output booster, which have to drive a relatively high capacitive load. A pseudo-differential configuration was chosen to avoid undesirable self-oscillations and to minimize cross-talk. The shaping time is about 100 ns. The precise value will be defined in a later iteration of the ASIC. The results of ASIC testing  shown in Table 4.4.5 agree well with simulation.

Table 4.4.5

Parameters of the cathode preamplifier shaper ASIC

gain�(1(5) mV/fC��noise�2400+11.7 e/pF��shaper peaking time �~100 ns��cross-talk �< 1 %, adjacent channels��nonlinearity�1 %; (0 (1.5) V��4.4.5.3  16-channel fast shaper-discriminator ASIC for trigger

A 16-channel shaper-discriminator ASIC (shaping time 30 ns) with threshold and output pulse width control for cathode readout has been designed.  The layout of this ASIC is shown in Fig. 4.4.17. 

�

Fig. 4.4.17:  Layout of shaper-discriminator ASIC

Each of 16 channels consists a of 3-stage shaper with a two-exponent tail cancellation circuit, a comparator and latch circuit with output pulse width and magnitude control, and an output buffer. A differential configuration was used. First bench tests of the ASIC show good agreement between simulation and test results. Measured parameters of  the ASIC are shown in Table 4.4.6.

Table 4.4.6 

Parameters of the cathode fast channel ASIC

gain (differential) �5 mV/fC��max. amplitude of the output signal (differential) � 300 mV��noise�2400+25 e/pF ��shaper peaking time �25 ns��output pulse width �(40(100) ns��4.4.5.4  8-channel anode front-end ASIC

An eight-channel charge sensitive preamplifier-shaper-discriminator ASIC (shaping time 15ns) with threshold control has been design for anode wire readout.  The layout of ASIC is shown in Fig. 4.4.18.

�

Fig. 4.4.18:  Layout of anode front -end ASIC 

Each channel consists of a two-stage shaper, a comparator and latch circuit with output pulse width control, and an output buffer. The shaper has nonlinear response in order to minimize negative overshoot for large signals. Bench tests of the first submission anode ASIC show good agreement with simulation. The recovery time for a 1 m.i.p. is 100 ns.



Table 4.4.7

 Parameters of the anode ASIC

gain (differential) � 5 mV/fC��noise�1600+20 e/pF��shaper peaking time�15 ns��max. amplitude of the output signal (differential)� (0(0.5) V��discriminator threshold, adjustable � (0(250) mV��output pulse width �(40(200) ns��4.4.5.5  Beam test results

The cathode preamplifier-shaper ASIC has been tested on the P3 ME1/1 prototype with cosmic rays, and in the H2 and GIF beams at CERN. Preliminary results show a signal to noise ratio of order 200 and a pulse recovery time of less than 500 ns which agrees well with the simulation. Typical response of the cathode preamplifier-shaper for 225 GeV muons is shown in Fig. 4.4.19.

�

Fig. 4.4.19:  Preamplifier-shaper response for  225 GeV muons.

The 96 channel prototype of the cathode readout was tested with the P3 ME1/1 prototype. Typical anode and cathode fast channel single layer time spectra are shown in Fig. 4.4.20. The TDC scale is 0.1 ns per count.  The full width of both spectra is about 30 ns. The delay of the fast channel time spectrum with respect to the anode one is about 10 ns. 

��

Fig. 4.4.20: Typical single layer time spectra for (left) anode and (right) cathode fast channel

Shown in Fig. 4.4.21 is the residual distribution between track coordinates reconstructed with fast trigger and readout channels. Sigma of the distribution is 0.54 mm, in line with expectations from the simulations.

�

Fig. 4.4.21: Residual distribution between track coordinates reconstructed with fast trigger and readout channels.

4.5	POWER AND CONTROL SYSTEMS

4.5.1	High voltage

Each of the 540 chambers will have 6 channels of HV so that the total system must provide 3240 channels.  The system will be based on a commercial multi-channel HV main frame, such as the ones currently available from CAEN (Model SY 527 in combination with A-832P HV cards) or from LeCroy (Model 1458 with 1471 HV cards). Both systems will accommodate all HV channels in 30 crates where each channel is fully computer-controlled and capable of delivering a current of 200 mA at the maximum of 6 kV. These HV chassis will be mounted in the control room. 

This main frame  HV system is going to be connected to fanout terminals located on the outer edge of the endcap disks by 12-conductor flexible cables.  The maximum distance for this connection is approximately 100 m.  At the fanout terminals each channel, which corresponds to a single plane of one of the CSC chambers, is fanned out into two to five HV segments depending on the size of the chamber (see Table 4.1.1). At the fanout terminal it is possible to disconnect manually any of the segments of a single plane if that segment is drawing excessive current (current monitoring for each of the segments will be available at the fanout terminals).  Several multi-conductor cables (depending on chamber size) connect the fanout terminal to each chamber.

This design of the HV system allows us the option of turning off a single chamber plane under computer control should any HV problem or excessive noise occur during a run. The chamber remains operational and no hole opens in the muon system since the local chamber trigger requires 4 planes out of 6. Then during a short access shutdown one can identify the malfunctioning segments, disconnect them mechanically at the distribution terminals, and recover the remaining part of the plane for further runs without moving the endcap disks or dismounting the chambers.

At nominal running conditions, the total charge in an avalanche is of about 1 pC. At the expected average background rates of up to 20-40 kHz/strip this translates into roughly 5 (A per plane. Adding safety factors to cover uncertainties in background calculations, local splashes in backgrounds and the option of operating the chambers at a higher gas gain, we arrive at a requirement for the HV system to be capable of supplying at least 100 mA of current per plane, a requirement easily met by either of the commercial systems. The chamber operational HV is expected to be between 4.0 and 5.0 kV, depending on the final choice of the gas mixture.

4.5.2	Low voltage

The low voltage supplies must deliver a large amount of current at 5 and 3.3 volts to each of the 540 CSC chambers.  Ideally this would require power supplies located close to the chambers to decrease the power (and heat) loss in the cabling.  However, these CSC chambers operate in a high magnetic field of up to 700-800 gauss where power supply operation will be difficult.  

The present plan calls for the large power supplies to be located remotely at a distance of roughly 60m on the hall balconies.  In this region the magnetic field is expected to be less than XXX Gauss.  The required power will be delivered over large cables at higher voltage (75 V) to reduce the heating losses.  These large cables pass through the endcap cable chain to fan-out terminals located on each of the endcap disks.  From these terminals the large cables fan out around the outer edge of each endcap disk.  Along this path they connect with Vicor DC-to-DC convertors which convert the power from approximately 70 volts (less than the original 75 volts due to losses in the cables) to the required 5 and 3.3 volts. 

There are 2 Vicor DC-to-DC convertors for each chamber to provide the +5 and +3.3 volt power.  Each DC-to-DC convertor is housed in a soft iron box mounted on the outer edge of the endcap to shield it from the large magnetic fields (approximately 600-800 gauss) in this region.  The Vicor +5V and +3.3V outputs are connected to their respective chambers through flexible AWG4 cables.  AWG2 cables are used for +5V on ME2, 3, 4/1 chambers. 

4.5.3	Cooling

A large portion of the endcap electronics is atttached to the face of the CSC chambers as cathode front-end boards, anode front-end boards, and motherboards.  The electronics on each of these boards need to be cooled.



Table 4.5.1

Estimate of heat load for the largest chamber ME234/2.

Electronic Board�Heat/Board(w)�Boards/Chamber�Heat/Chamber(w)��cathode 96-channel FE�4.3�5�21��cathode 96-channel trigger�8.7�5�43��anode 96-channel FE�11.0�4�44��anode 96-channel trigger�7.6�4�27��motherboard (trigger)�25.0�1�25��motherboard (DAQ)�7.0�1�7  ��The estimated heat load for the CSC systems is 80 KW, which is about 170 W per chamber.  Table 4.5.1 shows an estimate of the heat load for the largest chambers (ME2/2, ME3/2, and ME4/2).  The most efficient method for removing this heat is to mount each of the boards on a metallic pad which has good thermal contact with the heat production on the board.  Then the pads are cooled using a connection to a pressurized water system.  The overall height of the CMS detector is 14 m so the water pressure differential over this height will vary by roughly 1.4 bar.  The return pressure should be higher than this differential and the supply pressure should be at least 2 bar above the return.
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Fig. 4.5.1.  Copper pads and tubing mounted on the face of a ME1/3 chamber (left) and a ME2/2 chamber (right).

On the outer face of the chamber copper pads are mounted under each electronic board.  All the pads on a chamber face are connected by a “continuous” 1/4” copper tube which is brazed to each pad (see Fig.4.5.1).  A flexible 1/4” hose is connected to the water inputs and outputs of each chamber.  This flexible hose connects to the manifold laterals via O-ring fittings.  An aluminum  faraday shield (for both RF and cooling) is mounted on each copper pad to cover the electronic board. 

The present plan for stations 2, 3, and 4 is to connect three chambers in series (2 10o and 1 20o- CSCs) covering a sector of 20o as shown in Fig. 4.5.2 for station 4.  For station 1, which has no 20o chambers, we will connect only two 10o chambers in series.

The cooling manifolds, supply and return, located on the outer edge of each disk as shown in Fig.4.5.2 for disk YE3.  These manifolds are 1.25” stainless steel pipes with lateral connections to each group of CSC chambers.  Each face of the 12-sided endcap disks contains one section of the manifolds; sections are connected by O-ring seals on flanged ends.  In order to accommodate installation tolerances we add a short flexible section for each connection.  Along the manifold holes are drilled for local connections and 1/4” stainless steel half couplings are welded.  Each lateral connection has a 1/4” ball valve; the return connection also has a flow restrictor (2.8l/m or .75GPM).  Flexible 1/4” hoses carry the water to the chambers. Each hose connection is made with O-ring fittings which are robust and reliable.

�

Fig. 4.5.2   An axial view of the layout of water manifolds and cable trays on a typical endcap disk.  Also shown is the series connection of individual chambers

�

Fig. 4.5.3   Layout of the gas, water, and hydraulic manifolds on the top edge of an endcap disk.

Fig. 4.5.3 shows a close-up view of the water manifolds and the cable trays on the outer edge of the endcap disk.  A top view shows the layout of lateral connections to either side of the disk.  Also shown is a cut view of the edge of the disk with manifolds for water, gas, and hydraulics.  

The input water temperature will be 18-20oC (about 5o above the dew point).  The sizing of the system has been made to insure that the temperature rise per connection remains less than 2oC.  

4.5.4	Controls

In order to ensure continous and reliable operation of the CSC detector a set of parameters has to be controlled and monitored by the central CMS Slow Control system:

-	High Voltage and Low Voltage values and currents

-	Gas pressure and flow as measured on the chambers

-	Input and output temperature and flux values of the water used in the cooling system

-	Oxygen and Nitrogen contamination at the input and output of the gas system

-	Low Voltages of the electronics crates 

4.5.5	Cables and interfaces

The primary endcap cables are: (1) signal (both trigger and readout); (2) power (high and low voltage); and (3) monitoring (alignment).  These cables generally run from the control room to each chamber via the cable trays on each endcap disk.  The following table lists the cables that will be located in the cable chain and/or the cable trays running on the outer edge of each disk.



Table 4.5.2 

Cable list for endcap systems

cable�number� description�upstream end�downstream end��signal-trig�672�optical:                         7 fibers per port card�port card�control room��signal-DAQ�540�optical:                         1 fiber per motherboard�CSC motherboard�control room��TTC�96�optical:                  clock & control�control room�port card��low voltage input�16�75 V bus�balcony supply�dc-dc converter��low voltage output�1872�+5V &+3.3V busses�dc-dc converter�CSC power distrib.��high voltage�270�12-conductor HV cable�power supply�fanout box��high voltage�1, 2, 3, 5 per CSC�7-conductor HV cable�fanout box�CSC ��configuration�540�send trigger config�control room�CSC motherboard��alignment laser sensors�24�50-conductor

flat cable�disk face�control room��alignment laser power�24�LV power cable�disk face�control room��alignment z sensors�12�50-conductor  flat cable�disk edge�control room��alignment z power�12�LV power cable�disk edge�control room��temperature sensors�24�50-conductor flat cable�disk face�control room��4.5.6	Gas system

The CSC chambers in the endcaps of CMS comprise a gas volume of ~76 m3 and operate with a gas mixture of Ar-CO2-CF4 (30%-50%-20%).   As an alternative a  four component mixture with an additional C4H10 component is also considered.

The basic function of the gas system is to mix the three components in appropriate proportions and to distribute the clean gas mixture into the individual chambers at a pressure of 1 mbar above atmospheric pressure. For a detector system of this size a closed loop circulation system is recommended. Moreover the baseline gas mixture contains an important fraction of expensive Tetraflouromethane (CF4) which may justify economically a recovery plant for the recuperation of that component in the exhaust gas.

The system proposed will consist of functional modules, which are designed as far as possible uniformly for all CMS gas systems. The component sizes and ranges are adapted to meet the specific requirements of the CSC system. The CSC gas system will consist of the modules as shown in Table 4.5.3.



Table 4.5.3

Major CSC gas system modules.

Module�Situated in ��Primary Gas Supplies�SGX Building   ��Mixer �SGX Building   ��Inside closed circulation loop: ���          Chamber Distribution Systems�UX Cavern ��          Purifier�SGX Building   ��          Pump and Return Gas Analysis�US Area   ��CF4 Recovery Plant �SGX Area  ��4.5.6.1 Mixer

The flows of component gases are metered by mass flow controllers, which have an absolute precision of ± 1% over a year, and have a medium term stability of ± 0.3% in constant conditions. Flows are monitored by a process control computer, which continually calculates the mixture percentages supplied to the system. The process control computer compares the running mixture with respect to the required mixture: this  required mixture may either be a constant  ratio, or alternatively may be derived from comparison of the running mixture with a reference gas mixture in an analysis instrument. In either case the process control computer calculates the correction required to bring the running gas mixture to the required values; this is then fed back to the mass flow controllers as an adjustment of their ‘set value’. The medium term stability in constant flow conditions is better than 0.1%: absolute stability will depend on the absolute precision of the analysing instrument.

At a regeneration rate of 95% the expected fresh gas flow at operating conditions is about 0.35 m3/h. That rate is adjusted to 30-40% of full scale of the instruments allowing variations of the fresh gas flow by nearly a factor three up or down. For filling the detector with the mixture a second set of mass flow controllers is used to increase the flow range by a factor 10.  This flow meter change will allow a full volume exchange with fresh gas only in less than 12h. To obtain operating conditions one needs 3-4 full volume changes  with fresh gas  leading to a start-up time of 2-3 days. It may be less expensive to fill first the two cheap components (Ar - CO2) in their right proportions and toping up that mixture afterwards with the appropriate CF4 fraction. This process could be done under automatic control based on an infrared gas mixture analysis. A schematic layout of the gas mixer for the CSC detectors is shown in Fig. 4.5.4.
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Fig.4.5.4.   Layout of the gas mixer

4.5.6.2 Closed Circulation Loop

The CSC chamber gas is circulated in a closed loop with an expected regeneration rate of 90 to 95% using inline gas purification.  A volume exchange rate of one volume every 12 hours leads to a circulation flow rate of 6.3 m3/h and one complete volume renewal every 10 days. 

As shown in Fig.4.5.5 the circulation loop is distributed over three different areas:

-	the mixer room in the SGX building housing the input from the mixer, the purifier and the exhaust gas recovery plant.

-	the US- service area which is permanently accessible where the chamber pressure regulation, the flow regulation for individual wheels, the compressor and the analysis instruments  are placed.

-	the experimental cavern (UX) containing the individual chamber gas distribution, channel flow meters and gas sampling connections at the chamber outlets.

�

Fig. 4.5.5   Gas circulation loop.

4.5.6.3 The gas distribution

The CSC detector consist of 4 stations per endcap which are supplied independently from the US area allowing to control global flow or pressure adjustments for one stations from the permanently accessible zone. In the UX cavern a gas rack is mounted on each of the 8 detector stations for the  gas distribution to the individual chambers (see Fig. 4.5.6).

�

Fig. 4.5.7   Gas connections to the different forward muon stations.

The CSC detector consist of 54 chamber modules on each of the stations ME2 to ME 4 and of 72 modules in the most inner station ME1. For stations ME2 to ME 4 all chambers in a 20o Phi section  are grouped together on one single gas line. For the inner station the gas supplies are separated radially keeping the chambers of the inner ring ME1/1 independent (see Fig. 4.5.7).  This arrangement results in 90 independent gas channels on each endcap.

4.5.6.4 Pressure regulation and the compressor

The inlet pressure regulation is done for each individual wheel in the US area allowing flow adjustments on individual Stations even during physics periods.  One can also purge one single Station manually with neutral gas from this place which might be useful during a short shutdown. Four output pipes return the gas from the detector to the US area.  A turbine blower pump allows to compress the gas to approximately 100 mbar for return to the surface and recycling through the purifiers. In the output  line a back-pressure regulator in parallel with the pump controls the pressure to -0.5 mbar below atmospheric pressure. The pressure drop in the chamber return pipe is 1-2 mbar leading to a chamber operational pressure near 1 mbar at nominal flow rate. A lower chamber operation pressures can be obtained by reducing the pressure at the pump below the atmospheric level.

�

Fig. 4.5.7   Gas connections to the individual CSC detectors.

4.5.6.5  The gas distribution within one station

The distribution systems, shown in Fig.4.5.8, contains a distribution manifold supplying gas to all chambers in that Station. Every channel has a  short flexible pipe with a self-sealing quick-connector at the inlet and at the outlet line. This permits gas channels to be individually disconnected from the circulation loop for flushing with inert gas and exhausting to direct vent.  This facility is also very useful for leak tests of individual gas channels. Every supply and return gas line has remotely read flowmeters allowing a direct comparison between inlet and outlet flow as well as a simple adjustment of individual channel flows using the needle valve at the inlet. Seeing the number of gas channels, and the fact that  the channel flow meters are in a normally non-accessible zone, the flow metering technology must be simple, reliable and inexpensive. Currently two measurement principles are considered to meet this requirements: (a) hot wire anemometers (similar to LEP -type channel flowmeters) and (b) ultra-sonic time of flight meters.

�

Fig. 4.5.8 Layout of the gas distribution within one station.

A sensitive indication of gas leaks in a chamber system is an O2 measurement in the return gas. It is foreseen to sample the chamber output gas in the distribution systems. The modularity can be the channel level or a group of channels. The sampled gas is sucked back to the US area with a little pump. Thus gas analysis instruments are accessible at any time and can be shared also by several detector groups.

The distribution systems on the detector are situated in a  high magnetic field (up to 1 T) region which excludes the use of electro-magnetic valves. Pneumatic or manual valves have to be installed instead.  The mounting  of the racks on the detector itself allows to accommodate easily for movements of the individual stations during the shut-down work by simply disconnecting the main supply and return pipes. Pipes for compressed air to drive the pneumatic valve will need long flexible plastic pipes to accommodate for the movement �(2-5 m depending on the wheel) of the wheels.

4.5.6.6 Distribution Pipework

There will be one supply and one return pipe between the SGX building and US area.  Eight supply and return pipes connect the US area with the experimental zone where the pipes enter from underneath the detector.  Gas racks on either side of the endcap-stations distribute the gas to the individual gas channels. The fixed piping in the vertical and horizontal sections in the underground will be all stainless steel with welded connections while  the internal detector piping is foreseen in copper and screwed fittings in order to reduce installation costs. 

4.5.6.7 Gas Purification

Most close loop circulation systems need gas purification in the return line in order to achieve high regeneration rates (usually 90 - 95%).  The principle impurities which may harm the detectors are oxygen, water vapour, halogens, silicones or N2 in higher concentrations. For the CSC system the purity requirements are not very strict:

�EMBED Equation.2  \* MERGEFORMAT���

The purifier  cartridges proposed have uniform sizes and gas connections through out all CMS gas systems  The purifying agents filled inside the cartridges are chosen individually depending on the specific cleaning requirements for that gas.  In this way the set-ups for the regeneration can be standardised too and remain interchangeable. Three different cartridge sizes are available to adapt the individual purifier to the required gas flow and the needed cleaning capacity.

A first set of twin cartridges filled with e.g.  3� molecular sieves can be used to remove water vapour. In a second stage of twin columns patched with a reducing agent, e.g. activated copper, for oxygen removal. The advantage of having two parallel cylinders in each cleaning stage is to run the gas mixture through one of them while the other one is regenerating.  The molecular sieve and the activated copper can be regenerated at the same time by heating up the columns to 1800C  and flushing with an Ar/H2 (93% - 7%) mixture.  The operating chamber gas of the CSC contains CF4 which must be separated in all circumstances from the regeneration gas containing H2 to prevent the formation of hydrogen fluoride. To avoid mistakes while regenerating the columns manually it is proposed to automate this process so that no human intervention is necessary.

The gas purity at the output of the purifier is likely to be better than required, hence one may consider to deviate only a fraction of the total flow through the purifier in order to lengthen its running time. A humidity and an oxygen meter must be available to measure the impurity concentrations before and after the purifier.

4.5.6.8 CF4 recovery plant

Two stage recovery plant (first, clean mixture from CO2  and then freeze out the CF4) will be studied when gas mixture is final.

4.6	MOUNTING AND INSTALLATION

There are two distinctive schemes of mounting and installation to be used for the endcap muon stations. One scheme is designated for ME1/1 chambers which have to be lowered into the slot between the endcap iron nose and endcap hadron calorimeter. The other scheme deals with the rest of the chambers which are to be pasted on the endcap iron disks.

4.6.1	  ME1/2, ME/3, ME2/1, ME3/1, ME4/1, ME234/2 chambers

4.6.1.1  Overall layout

The layouts of the these chambers are shown in axial views in Fig.4.6.1 (ME1/2 and ME1/3) and in Fig.4.6.2 (ME2/1 and ME2/2, the other stations being very similar).  All of these stations (except for ME1/3) have overlapped chambers as shown by the hatching in these figures.  As a result of this overlapping some chambers (shown by cross-hatching) will be mounted close to the iron (inner chambers).  Others (no cross-hatching) will be mounted farther from the iron (outer chambers). Fig.4.6.1 also shows z-supports which insure spacing between the endcap and barrel.

�

Fig. 4.6.1:   Layout of ME1/2 and ME1/3 chambers.

�

Fig. 4.6.2:   Layout of ME2/2 and ME2/3 chambers.

Fig.4.6.3 shows an expanded view of the endcap disks and identifies which CSC chamber stations mount onto which disk faces.  The ME1/2 and ME1/3 chambers are fixed to the front face of disk YE1.  The ME2/1 and ME2/2 chambers are fixed to the front face of disk YE2, while the ME3/1 and ME3/2 chambers are fixed to the back face of disk YE2.   Finally the ME4/1 and ME4/2 chambers are mounted on the back face of disk YE3.  Each of the iron disks is self-supporting and mounted on air pads so the disks can be moved apart for access to the CSCs during installation or maintenance (details on the iron design, carts, etc. can be found the CMS Magnet TDR).

The ( orientation of the CSCs was chosen such that the y-axis (vertical line) passes through the center of the top chamber.  This provides reasonable matching with the ME1/1 chambers as well as the barrel drift chambers, which are located on the 12 flats of the barrel return yoke.

Each chamber is mounted on 3D quasi-kinematic mounts which can accommodate chamber tolerances and any possible expansion or contraction. The chambers are individually mounted to posts fixed on the iron endcap disks.  As a result it is easy to replace any of the outer chambers.  To replace one of the inner chambers it is necessary to remove both of the outer chambers blocking it before removing the inner chamber.

�

Fig. 4.6.3:   An expanded view of the endcap showing where each of the CSC stations are attached to the iron disks.

4.6.1.2  Chamber frame, mounting tabs and rigging hooks

The edges of the 6-layer (7 panels) CSCs are covered by an external aluminum frame to provide stiffness, electrical shielding, and protection.  Incorporated in this frame are the 3 mounting tabs which extend outward from each chamber.  Fig. 4.6.4 provides a view of a typical CSC with the frame and the mounts attached.

The frame is composed of aluminum extrusions which attach to the top and bottom edges of the chamber.  A 1.6 mm thick aluminum plate is screwed to the upper and lower extrusions to connect the edges and provide good longitudinal stability.  The chamber panels are held together by threaded rods which are bolted on the outside face of each extrusion. 

The mounting tabs are also formed from aluminum extrusions.  The top and bottom pieces are identical, and they are bolted over the frame pieces so the tab pieces line up (Fig.4.6.5). To provide a quasi-kinematic mount, the mounting tab on the inner edge of the trapezoid (narrow side) fixes the chamber in 3D, but allows for rotations.  The mounting tab at the left corner of the outer edge (wide side) of a CSC chamber has a slot which allows motion in the R direction but fixes both ( and z locations.  The mounting tab at the right outer edge has a large hole which only fixes the z location of the chamber. At each corner of a CSC chamber aluminum blocks are attached to the frame pieces to provide a stable location for threaded holes which can accept rigging hooks.

Measurements made on the full-size 6-layer prototype have confirmed that the chamber with the frame sags less than 1mm and can be handled as a single block.

�

Fig. 4.6.4:   Typical CSC with the frame, three mounting tabs (two in the corners of the wide side and one in the middle of the narrow side of the trapezoid) and  four swivel rings in the chamber corners.

�

Fig. 4.6.5:   Close-up view of all three kinematic mounts.

4.6.1.3  Mounting posts

Mounting posts for the CSC chambers are bolted to the surface of the iron disks as shown in Fig. 4.6.6, which gives both a 3D view of the posts and an axial view of the region between the ring of smaller 20o chambers (ME234/1) and the ring of large 10o chambers (ME234/2).  Most of the posts contain both a lower tab (for attaching the inner chambers) and an upper tab (for the outer chambers).  However, the posts located at the inner edge of the chambers support either an inner or an outer chamber, but not both.  

The diameter of the posts is 60mm, which comes from a requirement that the post bend less than 0.5mm if the full weight of the largest CSC (about 300 kg) were carried by one of these posts. Each mounting post has a locating hole in the iron disks plus smaller threaded holes for bolting the posts onto the iron disks.  If possible, we will locate and drill these holes during the machining of the yoke pieces.  The major concern here is the tolerance which we have on the assembly of the yoke pieces into a complete disk.  If the tolerance for this assembly is not sufficient we will have to drill these holes only after the disk assembly has been completed.

At the center of each post is a threaded hole which accepts the photogrammetry reflective targets that will be used to measure the locations of the posts during and after installation. Once the posts have been installed and the alignment targets are fixed on the top of each post we can survey the assembly using photogrammetry and make any required adjustments. The described design of mounting posts and tabs allows for the required positioning tolerance of ( 2mm on the chamber location.

�

Fig.4.6.6:   Mounting posts are bolted to the face of the iron disk.  Each post has welded wings to attach both overlapped CSC chambers.

4.6.1.4  Installation

The chambers are installed one at a time using a small overhead crane (Fig.4.6.7). The chamber is lifted using the rigging connections at the corners of the frame (see previous section).  Once in the air, the angle of the chamber is adjusted and the chamber is bolted into place on the correct posts.

�

Fig.4.6.7:  Axial view of CSC installation.

4.6.2	  ME1/1 chambers

The location of the ME1/1 station in the slot between the HE hadron calorimeter and the return yoke nose, where all cables and services of the endcap detectors pass over the station, implies strict constraints on the design of chamber supports. Also, a non-trivial design of cable trays is required in order to allow for access to the on-chamber electronics. As was mentioned above, the chamber electronics is placed on the chamber surface and covers its full area. Thus, the electronics can be reached only when the endcaps are moved out and a chamber is extracted from the slot.

The baseline layout of passages for endcap cables and services over the ME1/1 station is shown in Fig.4.6.8. Endcap cables and services are distributed in ( in a thin layer over the SE, EE and HE in order to minimize the gap between endcap and barrel detectors. Then they are bunched at the end of the HE. The ME1/1 chambers are arranged in two disks and the free space between chamber disks is used for the passages of cable bunches. Z-shaped cable trays between the iron nose and the HE flange are mounted and form individual gateways for extraction and installation of each chamber. 

�

Fig. 4.6.8: Baseline layout of passages for endcap cables and services over the ME1/1 station.

The top view of the ME1/1 station layout in the slot between the HE and the return yoke nose is shown in Fig. 4.6.9. The inner surfaces of the gap are covered with shielding of 20 mm thickness. The RPCs are mounted and installed on the iron nose. A space under the cable trays is used for chamber support. The chamber support system is fixed in the bottom of the slot on the cylindrical tube of the HE suspension system without connection to the HE flange and the iron nose in order to minimize the influence of their mechanical deformations under gravity and magnetic forces. CSCs will be mounted in a way which can accommodate chamber mechanical tolerance. The rails and mounting devices are installed on the CSC surfaces which are free from electronics. 

�

Fig. 4.6.9: The top view of the ME1/1 station layout in a slot between the HE and the nose of return yoke.

4.6.3	 Maintenance

The endcap must be removed for any access to the interior of CMS, which contains all the tracking and calorimetry.  Thus most maintenance periods will have the endcaps opened. 

In a brief access the endcap is removed.  This requires lowering the 300-ton HF calorimeter down to the floor level and rolling it back into the HF garage.  Then the endcap can be rolled back to the garage allowing access to the inner parts of the detector.  At this stage there will be a good access to chambers ME1/2, ME1/3 and ME4/1, ME4/2. ME1/1 chambers are not readily accessible as they are submerged in the slots between the endcap nose and endcap calorimeter, but they are not blocked by anything else and can be extracted if time permits. If an access to the chambers in stations 2 and 3 is needed, the iron disks will be moved apart, which will require some additional time and decoupling the outer disk connections. 

During a long access the HE will be stored in its garage and the endcap rolled back.  There will be sufficient time to decouple the disk connections and open any of the muon stations for maintenance.

The major on-chamber electronics (cathode boards, anode boards, motherboards) are located on the face of each chamber. Electronics maintenance of ME1/1 chambers requires extracting those chambers. One half of the other chambers (outer chambers, i.e. those which are farther from the surface of the iron disks) have electronics immediately accessible without dismounting any of the chambers, while the remaining half is only partly accessible and, to gain an access to these boards, two outer neighboring chamber need to be removed.  

4.7	PRODUCTION  PLAN

4.7.1	Production Overview

There are 540 six-gap chambers to be built for the endcap muon system. To accomplish this task within the given time and budget constraints, one needs to make maximum possible use of resources available at different laboratories and universities. The plan adopted for the CSC production calls for multiple sites as presented in table 4.7.1. The production interplay between the different sites is as follows.



Table 4.7.1

Production sites for various CSCs to be built for the endcap muon system 

(the total does not include spares).

Chamber Type�Number�Production Site��ME1/1�72�JINR-Dubna��ME1/2, ME1/3�144�FNAL, IHEP-Beijing��ME2/1, ME3/1, ME4/1�108�FNAL, PNPI-St.-Petersburg��ME2/2, ME3/2, ME4/2�216�FNAL, UC, UF��ME1/1 chambers (for design see section 4.3), 72 in total, will be made and tested at the JINR, Dubna site. The production is scheduled to begin in 1999 and finish in 2003.

ME1/13, ME234/1, ME234/2 chambers, 468 in total, the largest ones being about 3.4x1.5 m2 in size, have a common underlying design (see section 4.2 for details on chamber design and tooling to be used in the production). They will be assembled and tested at five sites: Fermilab, UCLA, UF, PNPI and IHEP. All critical assembly tooling and equipment as well as testing procedures are common for all sites. Sub-division of the work between the sites is as follows (for enumeration of stations and their functions see the next sub-section 4.7.2).

All chamber materials and parts are purchased from commercial vendors via one procurement center and assume quality assurance check upon arrival. Panel milling (Station 1) is done at Fermilab for all the chambers. Then, materials for ME234/1 chambers and ME1/23 chambers are sent to PNPI and IHEP correspondingly where the rest of the chamber production and testing is done. The larger chambers ME234/2 are assembled at Fermilab (Stations 2 through 6) and, then, sent to UCLA and UF sites for the final assembly and system tests (Station 7). Sites responsible for the tests also carry the primary responsibility for installation and maintenance of the chambers. The tooling, chain of assembly steps and testing procedures are designed for the yield of one chamber per three working days at the peak of the chamber production. The production is planned to begin in 1999 and end in mid-2003.

4.7.2	Production Stations for ME1/23, ME234/1 and ME234/2 chambers.

a) Panel Production Station:

-	Arriving commercially made panels are stripped from protective covers and their flatness is certified. Flatness measurements are made on the Axxiom machine.

-	While remaining on the Axxiom machine bed, panels are cut to the size, assembly and other service holes are drilled.

-	Then panels are moved to the Gerber machine where strips, artwork of signal traces and other details are milled. Quality of strip milling is verified with an automated strip-to-strip capacitance meter.

b)	Gluing Station:

-	Gap bars defining cathode-to-cathode gas gap are glued to the four panels, to be called cathode panels (panel 1 has bars on the top face, panels 3 and 5 on both faces, panel 7 on the bottom face). First, double-sided scotch tape is stretched over the bars (tape covering assembly holes is punched out with a special tool). Then the bars are fixed in their positions along the panel perimeter and the 3-D gluing machine applies a continuous bead of epoxy along the bar-panel corner lines. 

-	Isolation (long) thin guard strips are glued along the long sides of these four panels.

-	Anode wire fixation bars are glued on the both sides of the other three panels, to be called anode panels (panel numbers 2, 4 and 6). Epoxy gluing is done under the pressure provided by specially designed clamps. Position of wire fixation bars is defined by small pins going through the pre-drilled holes in the panels.

-	Short guard strips are glued on the both sides of the same panels. No clamping is needed.

c)	 Wire Winding and Soldering Station:

-	Anode panel is mounted on a cart (long panels axis is horizontal and the panel can be rotated around this axis). Full length precision combs are attached along the panels long sides.

-	Wire is wound directly on the panels at a speed of 5 turns per minute (3h20m per 1000 turns, each turn giving one wire on one panel side and another wire on the other side).

-	After finishing the  winding, a continuous bead of epoxy is applied on long scotch tapes, which are then flipped and placed onto the wire fixation bars across the wires. The panel is left overnight to allow the epoxy to set. (Note that the tape allows the glue to set without a contact with humidity in the air which strengthens the bonding considerably). Next day the scotch tape is easily removed. Now the panel must be flipped around and the operation of gluing the wires is repeated.

-	The panel, still remaining on the same cart, is now placed along side of the automated soldering machine which has Panasonic soldering head mounted on 1-D linear motor. Wires are soldered at 3.5 s/joint rate (1h per 1000 soldering joints). The operation is repeated four times (both sides of wires, both sides of a panel).

-	Now pairs of wires between HV segments are removed (they were glued, but not soldered), buttons are fixed and glued in the holes between the segments (two or four buttons depending on chamber type); wire segments going over the panel edges are cut and combs are removed.

-	Wire tension and wire spacing are checked selectively. 

d)	Pre-Assembly Station:

-	At this stage the following chamber elements are fixed and soldered: blocking capacitors; HV boards; protection boards with anode connectors; cathode connectors. 

-	HV is applied to verify quality of wiring. An automated capacitance measuring device is used to make sure that all connectors are properly connected to strips and wire groups.

e)	Assembly Station:

-	By this stage of production all seven panels are ready for stacking to form a six-gap chamber. Before stacking all panels are cleaned on both sides in ionized air jet. Alignment is defined by two pins on the far opposite sides of panels going through alignment holes: one of them is a round hole of a diameter just slightly larger than a pin, the other one is actually a slot aligning relative rotation between panels. Assembly bolts are loose and do not define alignment.

-	Counterbores in gap bars are filled with o-rings and all panels are stacked together. Extruded Al bars are placed along the chamber perimeter on both its sides. Tie-rods going through buttons and assembly bolts along the chamber perimeter are tightened.

-	One more quick HV test is done and continuous beads of RTV are applied along the perimeter of all six gaps to seal the chamber. The chamber is allowed to stand overnight.

-	The next day gas tightness is checked with a specially designed leak detector with the sensitivity of 0.1 cc/min at 1 cm over-pressure. By making use of alignment marks milled on the panels at the same time with strips and extending to the edge of panels, one measures relative plane shifts, if any.

-	HV connectors and fixtures are attached and HV wiring is done.

f)	HV Training Station:

-	At this stage gas is flushed through the chamber and HV is slowly being raised. The HV of 300 V above the operating point must be reached without drawing significant currents (<0.5 (A). The chamber is expected to be conditioned under this HV for about one day.

g)	Final Assembly and System Tests Station:

-	External elements of the chamber are attached at this stage. Among them are cooling pads and plumbing, cathode electronics, anode electronics, motherboard, electronics enclosures, inter-cabling of all electronics elements, temperature and pressure sensors.

-	The operation of the chamber-plus-electronics system is tested, tuned and calibrated as necessary. The list of tests includes:

      - disentangling connection mix-ups, misconnections, dead channels, etc.

      - fixing noisy channels (either chamber or electronics problems);

      - verification of low noise operation of the system (proper grounding and shielding);

      - on-chamber calibration of cathode electronics;

      - on-chamber calibration of anode electronics, tuning of delays for proper Bx-tagging;

      - testing LCT trigger performance with test pulses;

      - testing the full system performance in cosmic rays (resolution, trigger, efficiency).

4.7.3	Production of ME1/1 chambers

Quality of all chamber materials and parts purchased from commercial firms is checked on arrival. 

a)	 Chamber Mechanics Assembly 

-	Strip electrodes are made of copper clad FR4 sheet material with required precision by a diamond disk.  The quality of the strip electrodes is verified by an optical technique. 

-	Flatness and overall dimensions of the 'honeycomb-like' panels are checked by optical measuring device.

-	Standard CSC jigs are designed for precise assembly of the CSC. Reference  and other service holes are drilled in the panels using these jigs.

-	Anode PC-boards with wire fixation artwork are glued on a common bar and are sanded to the required thickness. Anode bars with PC-boards are glued to the panel with the smooth cathode. Position of the bars are defined by the jig. The cathode-cathode gap is defined by precise spacers. 

-	The panels are  cleaned and stored in a stock.

b)	Wire Plane Assembly

-	A wire plane is produced with the required wire tension by the wire tensioning  machine.

-	Wires are soldered on the transfer frames with precision combs. Wire tension is kept within the limits 80 ( 5 g.

-	Transfer frames are fixed on the anode bars using precision combs and adjusting devices. Wires are soldered and then glued.

-	Wires tension is checked. 

c)	Chamber Pre-Assembly 

-	At this stage all resistors, blocking capacitors, anode and cathode connectors, etc. are fixed and soldered

-	All electrical connections to strips and wire groups are checked. 

-	Wires, strips and chamber gas volume are cleaned.

d)	 Chamber Assembly 

-	At this stage of production all seven panels are ready for stacking to form the six-gap chamber. Seals and gas outlets are installed. 

-	Patch panels with HV and LV connectors are attached. 

-	All panels are stacked together and tightened down. 

-	Gas flow is turned on. CSC gas leakage is checked. 

-	HV dark current is checked. 

-	Noisy channels are found with anode and cathode read-out electronics and fixed. 

-	Chamber is trained under HV until the dark current is less than 0.1 (A at 3000 volt.

e)	 Final Assembly and Test Operations

-	are similar to those described in subsection 4.7.2.
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