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1.0 Introduction

The US CMS project was baselined in a review by DOE and NSF in May of 1998. That review concentrated on the cost and schedule of the subsystems of US CMS.  During that review a brief technical description of the baseline scope of the project was submitted to DOE/NSF and was subsequently put as an appendix to the US CMS Project Management Plan. 

An expanded definition of the technical baseline scope appears in the Memorandum of Understanding between CERN and CMS. The deliverables are defined to level 4 of the Work Breakdown Structure (WBS). The focus of that document is on the estimated cost of those deliverables.

This document represents the next level of  technical definition of the subsystems of the US CMS Project. Each subsystem of the WBS is defined and discussed in some detail in the subsequent sections. A brief overview is given in this introduction.

The US CMS Collaboration has agreed to take leadership responsibility in the CMS experiment for the endcap muon system, for all the hadron calorimetry, and associated aspects of the trigger and data acquisition system. The Collaboration also plans to contribute to important areas of the electromagnetic calorimetry, the tracking and common projects. The details at the lowest work breakdown structure (WBS) level are available in the US CMS WBS Dictionary dated May 19, 1998. Normally total numbers are quoted with spares in parentheses.

WBS 1.1 – Endcap Muon System (EMU):
The CMS Endcap Muon System consists of three muon stations interleaved with three iron disks. The angular region covered is 0.9 < ( < 2.4.  Muon stations are six-plane trapezoidal cathode strip chambers, or CSCs.  A precise coordinate measurement in CSCs comes from interpolating charges induced by cathode strips. 

The total number of chambers in the endcap system is 360 (372) for the baseline.  The largest CSCs are 3.4 x 1.5 m2 in size.  Each chamber consists of six trapezoidal planes.  Strips run radially to provide a precise measurement of the ( coordinate, while wires run azimuthally and define the radial coordinate of the track.  The overall area covered by the chambers is more than 950 m2 and the total number of wires exceeds 1.7 million.

The US will manufacture, instrument, and install 148 large chambers and will make parts kits for the assembly of 148 smaller chambers by China and 76 smaller chambers by Russia. The US is responsible for all parts, critical tooling, the on-chamber electronics and the L1 trigger.

There are 5 types of chambers:

ME23/2 – largest chambers, 10-degree in (, outer ring of stations 2, 3

 ME2/1
- inner ring of station 2, 20-degrees in (
 ME3/1
- inner ring of station 3, 20-degrees in (
ME1/2
- intermediate ring of station 1, 10-degrees in ( (high resolution CSC)

ME1/3
- outer ring of station 1, 10-degrees in (
ME23/2 are the full responsibility of the US.


For ME234/1 the US provides parts and critical assembly tooling.

            PNPI (Russia) is responsible for assembly, testing, shipping and 

            commissioning. For ME1/23 the US provides parts and critical assembly    

            tooling.  IHEP (China) is responsible for assembly, testing, shipping, and  

            commissioning.



WBS 1.2 – Hadron Calorimeter (HCAL):

The hadron calorimeter (HCAL) in CMS is organized geographically. There are five mechanically distinct structures, the barrel (HB, 0. < ( < 1.3), 2 endcaps (HE, 1.3 <( < 3), and the 2 forward (HF, 3 < ( < 5) calorimeters.  The US CMS HCAL group responsibilities are to produce the barrel absorber and the barrel scintillator tile/wave length shifter optics. In HF the US  will supply none of the absorber, but a fraction of the quartz fiber sampling medium. In addition, the US will produce the barrel, outer barrel, endcap, and forward transducers and front end electronics.

 The HCAL is organized into towers of size (((( = 0.087 x 0.087 for the barrel and endcap and (((( = 0.174 x 0.174 for the forward calorimeter. There are 3 longitudinal depth segments H1, H2, and HO in HB. In HE there are two depth segments, while HF has three; HFE, HFH, and HFT.

The WBS 1.2 items include all the effort to design, produce, assemble, install and commission the Hadron Calorimeter for the CMS Detector.  The HB calorimeter is constructed of 36 wedges, each weighing ~ 26 tonnes. The absorber is copper for HB and HE. The minimum HCAL depth is 5.8 interaction lengths inside the CMS coil. The HE is built as a single unit, but the optical system is packaged as 18 distinct 20 degree “pie” wedges, thus matching the HB segmentation. 

There are distinct calorimeter towers in (((( and in longitudinal depth. These are supplied with electronics channels which amplify and digitize the signals produced by the HPD (HB, HOB, HE) and reading out the PMT (HF). The channel count (excluding spares)  is 5184 in HB, 2160 in HOB, 3774 in HE, and 1728 (1920) in HF. The resulting digital signals are stored in a pipeline and sent to the trigger/DAQ system by means of multiplexed fiber optic communication systems. The received data is sent to the trigger and DAQ systems separately.  The system is calibrated using LEDs, radioactive sources, and lasers.

WBS 1.3 – Trigger/Data Acquisition (TRIDAS):

US CMS is responsible for elements of the first level (L1) muon trigger and the L1 calorimeter trigger. In addition, US CMS takes responsibility for the data acquisition filter units (FU) and the event manager.

WBS element 1.3.1.1 includes all the effort to develop, produce, assemble, install and commission the Regional Muon Trigger.  The system is designed with 3 muon stations; however, the design allows easy expansion to a 4 station system. The US will provide Port Cards (55), Sector Receiver Cards (56) and Sector Processor cards (30) for the L1 CMS Muon Trigger.

WBS element 1.3.1.2 includes all the effort to develop, produce, assemble, install and commission the Regional Calorimeter Trigger.  This system processes the electromagnetic and hadronic trigger tower sums from the calorimeter front end electronics and delivers regional information on electrons, photons, jets, and partial energy sums to the global calorimeter L1 trigger system.  The system begins after the data from the front end electronics is received on optical fibers and translated to signals on copper and ends with cables that transmit the results to the calorimeter global L1 trigger system. The trigger is based on a 54 x 72 (( x  () array of ECAL and HCAL trigger towers. The towers supply 8 bits of energy. The US provides 22 VME crates with custom backplanes. 

WBS element 1.3.2 includes all the effort to develop, produce and assemble the parts of the CMS Data Acquisition (DAQ) system the US CMS groups are responsible for.  The US has undertaken the responsibility to provide the full Filter Unit system and the complete Event Manager system.  In the R&D phase, US groups will also participate in the design and testing of prototyping modules that can be used both on the Readout Units and the 432 Filter Units. The complete DAQ system will perform at 75 kHz, and the system is scalable.

WBS 1.4 – Electromagnetic Calorimeter (ECAL):
US CMS is responsible for elements of the electromagnetic calorimeter. This device utilizes PbWO4 crystals to detect electromagnetic showers. The US is responsible for partial procurement, 36000, of the light transducer Avalanche Photodiode (APD), the floating point unit (FPU), 60200, which converts a voltage to a digital number, the bit serializer which converts that number into a serial bit stream for transmission off the detector, and elements of the laser monitor/calibration system. 

There are 61,200 crystals in the barrel ECAL, or EB. Each has a pair of APDs with 25 mm2 sensitive area. The US is responsible for ~50% of the APD prototypes and ~30% of the procurement of the production APDs.

The US is responsible for the design and procurement of all the EB front-end multi-ranging floating point units (FPU), and CHFET bit-serializers.

The US is responsible for elements of the laser monitor system. These include the laser, cooling, collimators, shutters, mirrors and other optical mounts.

WBS 1.5 – Forward Pixel Tracking (FPIX): 

US CMS is responsible for the delivery of the forward silicon pixel (FPIX) detector system. This system consists of 4 assemblies, or wheels, of silicon pixels.  These wheels are made from subassemblies, which are arranged, as “turbine blades”. This unique arrangement allows for Lorentz force charge sharing among pixels, thus enabling the devices to have good impact point resolution in 2 dimensions.

The FPIX system covers the angular range 1.4 < ( < 2.6. The US will design, assemble, deliver, install and commission the entire system. This system consists of 4 disks containing 96 “blades”. Each blade has 7 silicon sensor arrays comprising 45 readout chips. There are 4320 total readout chips and 672 Si sensors. The total system has ~12 million pixels, each 150 (m x 150 (m.  The system consists of sensors, readout, mechanical support, and ancillary services.

WBS 1.6 – Common Projects:

Common Products in CMS are the magnet and the common software and computing.  The US pays a representative share of the Common Projects as defined to be a fixed fraction of the contribution of the US to CMS. The US contribution will be defined to be the M&S items of the baseline scope of the US CMS project. The fraction is currently assessed to be 31.5%. When all parties confirm this tentative agreement, there is no exposure of the US to currency fluctuations, since all calculations are made in dollars. The CMS Spokesperson has agreed, in principle, but the CMS Finance Board must confirm this, during the June CMS Week.

The US CMS contribution is made by material acquisitions rather than by cash payments.  The two major efforts in US CMS are related to the US CMS interests in the hadron calorimeter (HCAL) and the forward muon system (EMU).  The total US CMS contribution is assessed at 22.249 M$ at present.  This may evolve, as the cost experience with CMS Common Projects becomes clearer.

The US takes full responsibility for the design and procurement of the endcap steel yoke. The US also takes partial responsibility for the barrel yoke and the coil vacuum tank. These two projects have already been bid and the contract for the endcap will be awarded within a few months. The contract for the barrel is already in place. 

1.1 Endcap Muon (EMU)

1.2 Hadron Calorimeter (HCAL)

1.3 TRIDAS

1.3.1 Trigger

1.3.2 Data Acquistion

The CMS Trigger System (WBS 3.1)

The CMS trigger and data acquisition system is designed to operate at the nominal LHC design luminosity of 1034 cm-2 s-1, where an average of 20 inelastic events occur at the beam crossing frequency of 40 MHz. This input rate of 109 interactions every second must be reduced by a factor of at least 107 to 100 Hz, the maximum rate that can be archived by the on-line computer farm. CMS has chosen to reduce this rate in two steps. The first level stores all data for approximately 3 s, after which no more than a 100 kHz rate of the stored events is forwarded to the second level. During the 3 s of the level 1 trigger processing time, trigger decisions must be made to discard a large fraction of the data while retaining the small portion coming from interactions of interest.

The endcap muon trigger system finds high-momentum muons consistent with coming from the primary interaction region, allowing identification of Higgs particles, W and Z bosons, etc. In addition, under low luminosity conditions, the muon trigger can identify muons down to the cutoff momentum imposed by range-out in the steel of the magnet flux return, allowing interesting studies of rare B-particle decays.

The calorimeter trigger system provides triggers based upon the energy profiles left in the CMS calorimeter by electrons, photons, jets and non-interacting particles in the interesting events. It also provides additional information for the muon trigger system for isolation and minimum ionization signal identification.

Endcap CSC Muon Trigger (WBS 3.1.1)

The baseline CMS muon system currently consists of 4 stations of chambers in the barrel region and 3 stations in the endcap region.  In the barrel detector, these are drift chambers, whereas in the endcap detector, they are Cathode Strip Chambers (CSC’s).  The layout of these systems is shown in profile in Figure 1. Each station of CSC contains overlapping 10 or 20-degree wide chambers, and each chamber contains 6 measurement layers.  In each measurement layer, anode wires are read out to measure the non-bend (imprecise) coordinate and radial cathode strips are read out to measure the bend (precision) coordinate.  A muon produces a “stub” in each dimension. All of the on-chamber electronics for muon identification, including trigger, is considered and is budgeted as part of the Endcap Muon system. The off-chamber trigger electronics which collects muon stubs from the chambers, sends the stub information “upstairs” on optical fibers, and links the muon stubs into a muon track of known momentum and direction is known as the Muon Regional Trigger System (WBS item 3.1.1) portion of the US-CMS Trigger/Data Acquisition (TRIDAS) system, WBS item 3.

The on-chamber Cathode and Anode cards, which find projections of muon stubs in strip and wire views, respectively, are mounted on the surfaces of the CSC chambers.  In the 3-station endcap muon system, there are 2016 cathode strip cards and 1800 anode wire cards, mounted on 432 CSC chambers. There is one on-chamber card per CSC chamber, called the Motherboard, which does the time correlation of the two views and sends the stub information on via copper to a Muon Port Card (MPC). The  on-chamber circuitry up to the cables going from Motherboards to Muon Port Cards is considered as part of the Endcap Muon system - from there on, the circuitry is part of the TRIDAS system. The Muon Port Cards assemble muon trigger data from a 60-degree  swath and pass it on via Gbaud optical links to the Track Finder crates.  The Track Finder crates link together the muon stubs into tracks and determine the muon momentum vectors for use in the CMS Global Muon trigger. The drift tube muon trigger, the global muon logic, and the global Level 1 trigger electronics are responsibilities of European groups. A block diagram showing the overall structure of the CSC muon trigger electronics is shown in Figure 1. 

The major portions of the off-chamber muon trigger electronics contained in WBS 3.1.1 are therefore Muon Port Cards (MPC), optical data and clock links, and track finder crates containing Sector Receiver (SR) cards, Sector Processor (SP) cards, Clock and Control Cards (CCC), and ancillary logic and cabling. 
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Figure 1. Block diagram of the CSC Muon Trigger System

A Muon Port Card (MPC) receives data from nine Motherboards within a CSC station.  In the first station, this is a  interval of 30 degrees, while in the other stations this is a  interval of 60 degrees. The Muon Port Card sends the data “upstairs” via fast optical links to a CSC Track Finder crate. The MPC's are located near the outer periphery of the CSC chambers to keep copper cabling distances acceptably short. There are 12 Muon Port Cards in CSC station ME1 in each endcap, and 6 Muon Port Cards in each of the later stations, for a total of 48 MPC. It takes 7 Gbaud optical links per MPC to send the information from up to 3 muon stubs to the Track Finder. The front-end electronics is designed to present a priority-ordered set of muon stubs to the Muon Port Cards, where the priority is determined by number of layers hit, a rough measure of momentum (local bending), and consistency with arrival from the primary vertex. Within the MPC, priority-encoding circuitry is included to select the best muon stubs in the case that more than three stubs arrive simultaneously.  The MPC also handle the function of receiving master clock signals via TTC interface and fanning them out to the front-end CSC chamber electronics. 

The layout of the muon Track Finder contains separate racks for barrel (DT), endcap-only (CSC), and overlap processor regions. Within the barrel system, the Track Finders are organized by wheel. Each VME crate handles 180 degrees in phi of track finding. Signals from the CSC system come to the Track Finder on optical links, and are received in the CSC-only section. A conception of the system, shown below, contains 9 racks, each of which contains 2 VME crates. The CSC-only and overlap Track Finders (U.S. responsibilities) are contained in 4 racks/8 crates. 

Data comes from the Muon Port Cards (MPC) on optical fibers to the CSC-only Track Finder crates. Each MPC sends data representing 60 degrees in phi of one muon station (with the exception of station 1, which sends data in 30-degree sub-sectors. The card that receives these signals is called the Sector Receiver (SR).

The Sector Receiver card does 2D to 3D muon stub conversion, alignment corrections, and data reformatting. It then sends muon stub data to the Sector Processor (SP) module on the crate backplane. If the Sector Receiver is being used in the CSC-only crate, it must also replicate the data and send it on to the Overlap crate on copper. If the Sector Receiver is being used in the Overlap crate, it must receive its input data over copper. After the data is received by the Sector Receiver cards, it can be reformatted by look-up tables into whatever format is convenient for the Sector Processor track finding.

There are three Sector Processors per crate, each handling 60 degrees in phi. In the baseline design, up to three muon stubs are transmitted from each MPC on six optical fibers. The Sector Receivers are designed to receive 15 optical fibers carrying 270 data bits. Depending on whether we have three or four endcap muon stations, two or three MPC's are connected to each Sector Receiver. The Sector Receiver, which is connected to the two ME1 MPC's in the 60 degree sector, combines the information before transmission to the Sector Processor. Two Sector Receivers send data to each Sector Processor.

Regional Calorimeter Trigger (WBS 3.1.2)

 
The calorimeter level 1 trigger system baseline design receives digital trigger sums via copper links from the front-end electronics system in the electronics counting house. The data includes energy on an eight bit compressed non-linear scale and a fine grain ID bit determined from the data used to make the energy sums. The data for two HCAL or ECAL trigger towers for the same crossing will be sent on a single copper serial link in eighteen total bits accompanied by five bits of error detection. One additional bit is used to set the link into either control or data modes.

The calorimeter regional crate system  (WBS 3.1.2) portion of the US-CMS Trigger/Data Acquisition (TRIDAS) system, WBS item 3 consists of 19 calorimeter processor crates covering the full calorimeter.  Eighteen crates are dedicated to the barrel and two endcaps.  These crates are filled out to an of 2.6, with partial utilization between 2.6 and 3.0.  The remaining crate covers both Very Forward Calorimeters.

Each calorimeter regional crate transmits to the calorimeter global trigger processor its sum Et, Ex and Ey. It also sends its 4 highest-ranked electrons and 4 highest energy jets along with information about their location. The global calorimeter trigger then sums the energies and sorts the electrons and jets and forwards the top four calorimeter-wide electrons and jets, as well as the total calorimeter missing and sum Et to the CMS global trigger.

The regional calorimeter trigger crate, shown schematically in Figure 2, has a height of 9U and a depth approximately of 700mm. The front section of the crate is designed to accommodate 280mm deep cards, leaving the major portion of the volume for 400 mm deep rear mounted cards. 

[image: image2.wmf]
Figure 2. Schematic view of a typical Calorimeter Level 1 Regional crate.

The majority of cards in the Calorimeter Level 1 Regional Processor Crates, encompassing three custom board designs, are dedicated to receiving and processing data from the calorimeter.  There are eight rear mounted Receiver cards, eight front mounted Electron Isolation cards, and one front mounted Jet Summary card for a total of 17 cards per crate. The high density high-speed 160 MHz data flow is achieved by plugging all cards into a custom “backplane” with about 1400 point-to-point differential links in addition to full VME bus.

The Receiver card is the largest board in the crate.  It is 9U by 400mm. The rear side of the card receives the calorimeter data from optical fibers, translates from fiber to copper, and converts from serial to parallel format. The front side of the card contains circuitry to synchronize the incoming data with the local clock, and check for data transmission errors.  There are also lookup tables and adder blocks on the front. The lookup tables translate the incoming information to transverse energy on several scales. The energy summation tree begins on these cards in order to reduce the amount of data forwarded on the backplane to the Jet Summary card.  Separate cable connectors and buffering are also provided for inter-crate sharing.

The transverse energy for each of the two 4 x 4 trigger tower regions is independently summed and forwarded to the Jet Summary card.  On the Jet Summary card these Et sums are used to continue the energy summation tree and also compared against a threshold to determine whether any sub-region contained jets.  The Et sums are applied to a set of lookup tables to generate Ex and Ey for each 4 x 4 region.  A separate adder tree is used to sum up Ex and Ey  from the regional values.

In the present baseline design, the Receiver card also has separate lookup tables to provide linearized 7-bit ECAL transverse energy and H versus E comparison bits, for the electron/photon algorithm. These data are staged to both the cards within the crate at 160 MHz on the backplane, and to the neighboring crates on cables at 40 MHz. The Electron Isolation card receives the data staged to it from the Receiver cards and implements the algorithm discussed above in custom ASIC’s. The Et and isolation bits of the highest Et electron/photon candidate from each of the two 4  4 trigger tower regions handled by the Electron Isolation cards are passed to the Jet/Summary card. The Jet/Summary card separately sorts these data from all eight Electron Isolation cards in the crate to obtain top four “non-isolated” and “isolated” electron/photon candidates, and passes them on to the global trigger on cables at 40 MHz.

Trigger Parameters Tables


Table 1
 shows the input data to the US CMS part of the Level 1 trigger processors, the CSC Track Finder and the Calorimeter Regional Trigger, and Table 2 shows the output of these systems to the Global Muon and Global Calorimeter Level 1 Trigger Processors.

System
Input Level 1 Segmentation per half
Input Level 1 Data

Muon Drift Tubes
2457 x 80  x 4 R
8 bend bits

Muon CSC
2457 x 2048  x 3 Z
6 bend bits

ECAL (0 < || < 1.479)
72  x 17 
8 bits energy

1 bit fine grain

HCAL (0 < || < 1.479)
72  x 17 
8 bits energy

1 bit depth profile

ECAL (1.479 < || < 2.16)
72  x 4 
8 bits energy

1 bit fine grain

HCAL (1.479 < || < 2.16)
72  x 4 
8 bits energy

1 bit depth profile

ECAL (2.16 < || < 2.60)
72  x 2 
8 bits energy

1 bit fine grain

HCAL (2.16 < || < 2.60)
36  x 2 data doubled
8 bits energy

1 bit depth profile

ECAL  (2.60 < || < 3.0)
72  x 1 
8 bits energy

HCAL (2.60 < || < 3.0)
36  x 1 data doubled
8 bits energy

1 bit depth profile

VFCAL (3.0 < || < 5.0)
12  x 12 
8 bits energy

1 bit jet tag

Table 1. Input Data to the US CMS Level 1 Trigger Processors
.

System
Output Level 1 Segmentation per half
Output Level 1 Data

Muon Drift Tubes
256 x 32  
5 pT bits (nonlinear)

Muon CSC
256 x 32  
5 pT bits (nonlinear)

ECAL & HCAL
18  x 6 
4 highest ET electrons, jets

10 bits energy

ECAL & HCAL
9  
ET, Ex, Ey  in 10 bits

VFCAL (3.0 < || < 5.0)
One Region for both halves
ET, Ex, Ey  in 10 bits, jet tag

Table 2. Output Data from the US CMS Level 1 Trigger Processors.

1.4 Electromagnetic Calorimeter (ECAL)

1.5 Forward Pixels (FPIX)

Technical Description FPix
Component. (required units):

Pixels. (12 x 106) / Sensors. (672)

The majority of the pixels (95.64%) are squares of 150 (m sides, as indicated in Table 1. The rest of the pixels have rectangular shape and are located on the sensors in the region between two neighboring Readout Chips. Figure 1 indicates how the pixels are layout on the sensors including the region between two Readout chips. Also shown are the locations of the bumps. Figure 2 gives the dimensions of the channel stops. Table 2 gives the dimensions of the sensors, as well as the numbers of readout chips required for each sensor. The sensors are 250 (m thick. 

The US CMS will design and procure the sensors.

Readout Chip (ROC). (4,320)

The Readout Chip is 1.0150 cm in r, and 0.8010 cm in r(. It is 180 (m thick. The sensors of one blade are readout with 45 ROCs. The analog logic of the chip needs ( 2.5 V and the digital logic ( 5 V. Each pixel dissipates 60 (W pixel. The electronics associated with each disk consumes 250 W. The ROC communicates to the rest of the world through 20 wire-bonds. 

The US CMS will procure the ROCs developed by PSI.

Blades. (96)

Each of the 4 disks is made of 24 blades configured in a ‘turbine blade’ geometry.  The dimensions of the blades and the position of the sensors on the blade are given in figure 3. Also shown are the location of the readout chips on each sensor.


The US CMS will design and build the blades including its cooling.


Disks, ½ units. (8)

There are 2 disks located on each side of the interaction region (IR). The disks are split in 2 halves for installation reasons. These two sets of disks are not identical but have the blades rotated such to have point symmetry relative to the IR. Table 3 gives the position of the disks along the z-axis, as well as the number of components on each disk. 

The US CMS will design and build the mechanical support of the disks including the cooling.

Space Cylinders, ½ units. (8) 
Two 1/2 disks are mounted on ½ unit of space cylinder. Here too, these cylinders are split in two laves along their axis for installation reasons. 

The US CMS will design and build 8 units of ½ space cylinders.

Service Cylinders, ½ units. (8)

From z = 3 m to z = 0.5 m all the lines serving the forward pixels will be carried by units of ½ service cylinders. These lines include power, cooling, optical fibres for the data transmission and monitoring, and bias voltage. 

The US CMS will design and build 8 units of ½ service cylinders. 

Installation.

The US CMS will supply the hardware needed to install and align the Forward pixels in their final position. 

Components along the signal path after the readout chip.

 (required units) 

High Density Interconnect (HDI). (672)    


The signals from the readout chip are collected by a multi layered Kapton printed circuit and then carried to an interface (Port Card) through a flex cable. There are 7 HDIs on one blade, one for each of the 7 sensors. 

The US CMS will design and procure the HDIs.

Port Card. (192) 

Each blade has 2 Port Cards. A Port Card is a low mass printed circuit board with  4 ASICs and 4 laser drivers to transmit the data from the pixels. Bias voltage to the sensors will also be distributed on the Port Card. One of the ASIC, the Token Bit Manager (TBM), is detector dependent and will be designed by the US CMS group. The other 3 ASICs, the CCU (Communications Control Unit), the CDU (Detector Control Unit), and the PLL (Phase Locked Loop), are common to the CMS trackers.


The US will design and build the Port Cards and the TBM. It will purchase the three ASICs: CCU, CDU and PLL.

Optical Links. (768)

Each Port Card sends the data to ADCs through 100 m long optical fibres. This system including laser drivers, optical fibres and receivers are common to all the CMS trackers. The encapsulation of the optical driver must be redesigned because is too massive for the pixels given their proximity to the IR and the concern to keep the material budget to a minimum. The data rates of the Forward pixels is given in Table 4.


The US will redesign the encapsulation of the optical link and procure the optical links as well as purchase the other components of this system.

Front End Controller (FEC). (768 ch.) 

Are located in the counting room, receive the signals from the optical fibers and deliver them to the ADCs. They are common to the CMS tracking system and built in 64 channel modules.


The US CMS will procure 14 FECs modules, each one with 64 channels.

ADCs. (768 ch.) 

Eight bits VME ADCs will decode the signals. These ADCs are produced in modules of 64 channels. The group from Vienna, members of the Barrel effort, will design these ADCs.


The US CMS will procure 14 ADCs each one with 64 channels.

Services.

The US CMS will procure the necessary power supplies, the cables, and the chiller for cooling the electronics on the blades and the Port Cards.

Pixel size [(m]
Chips / Sensor Unit

(Units needed for one blade)
Pixels /

blade


2 chips

(1)
5 chips

(1)
6 chips

(2)
8 chips

(2)
10 chips

(1)


150 (r) x 150 (r()

225 (r) x 150 (r()

150 (r) x 300 (r()

225 (r) x 300 (r()
5406

-

106

-
13356

-

424

-
15808

304

416

8
21008

404

624

12
26208

504

832

16
118602

1920

3442

56

Table 1. Number and sizes of Pixel cells on a Blade

Columns

x rows
Sensors /

blade
(r()

[cm]
r

[cm]

2 x 1

3 x 2

4 x 2

5 x 2

5 x 1
1

2

2

1

1
1.730

2.540

3.350

4.160

4.160
0.935

1.745

1.745

1.745

0.935

Table 2. Outside Dimensions Sensors

z

cm
Radius

mm
Blades
Sensor

Modules
Chips
Pixels
Area

m2

( 32.5
60 - 150
24
7
1080
3.0 x 106
0.07

( 46.5
60 - 150
24
7
1080
3.0 x 106
0.07

Table 3. Parameters of the CMS pixels End Disks. 


1.5.1.1 4 Disks

Number of readout chips

Luminosity L = 1034 cm-2 s-1
Average number of hit pixels per chip

Number of transmitted signals per hit pixel

Average number of signals per chip per event

Chips per link

Average data rate per link [MHz]

Number of links

Number of FEDs
4320

1.0

0.52

10

5.2

3 - 9

2.1

768

12

Table 4.  Data rates in the Forward Pixel.
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Figure 1.  Layout of sensors, in region                                     Figure 2. P-stop rings around                                                   
of two neighboring Readout Chips.                                           n+-type pixels.
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                               Figure 3.  Dimensions of the Blade and position of the sensors.
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1.6 Common Projects (CP)

� EMBED PBrush  ���





� EMBED PBrush  ���





System Overview
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� The CSC Sector Receiver delivers 12 bits of information per 60 derived from the LCT bit pattern, which corresponds to 24576 bins in . It also delivers 11 bits of  information, or 2048 bins. The DT trigger server delivers 11 bits of  information per 30, giving 24576 bins in . It also delivers 5 bits of  information per wheel, which is 80 bins in  for half of the barrel.
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