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1.1 EMU:


UCLA:

1. Support for Benn Tannenbaum - postdoc working on trigger
simulations with Jay Hauser. 

2. Support for Yuri Bonushkin - the EMU test beam coordinator
also working on the FAST site preparations at UCLA 

The UCLA "Task E" group on CMS is responsible for development of both
trigger algorithms and trigger hardware for the Endcap Muon system. The
trigger is a critical aspect of the Endcap Muon system - previous hadron
collider experiments have not been able to successfully trigger in a
region of high backgrounds and limited magnet bending power.
Careful simulation is required to ensure that the hardware we are now
planning (at great expense in Project funds) will adequately reject
backgrounds and allow triggering with high efficiency.
Without additional base program funds, this simulation effort is
jeopardized, as will be explained below.

Last year, with the addition of a new faculty member, the UCLA "Task E"
group assumed that the DOE base program support for the task should
increase significantly. Because of that, and because we had a great deal
of work to do in anticipation of the summer '98 test beam trigger studies,
we hired two new full-time CMS postdocs. One postdoc has been working on
hardware, the other on incorporation of accurate trigger hardware
simulation into the CMSIM package. I anticipate that without increased
base program support, we will have to cut back to one CMS postdoc.
Since we have to move forward on the electronics hardware design,
the simulation effort is therefore in some peril. I do not believe that
there is any other group which is closely enough linked to the trigger
primitives generation to pick up this task. 

Florida: 

1. New postdoc to support the chamber project in Florida
( FAST site preparation, chamber R&D, High Voltage system development,
simulations ) 

Currently Mitselmakher and Korytov don't have postdocs assigned to US CMS.
This position is listed in the EMU WBS as supported though the base 
program.

2. Support ( 50% ) for Song Ming Wang - postdoc working with Acosta
on the Muon Trigger simulations ( EMU + Trigger Projects ) and track
finder ( Trigger Project ). The remaining 50% is requested
as a high priority from the US CMS Trigger project.

Song Ming Wang is currently supported using the start-up funds
which come to an end in the next few months.

3. 60% salary support for Lisa Gorn - a research scientist in Florida.
Lisa works on the beam tests, beam tests data analysis and FAST sites
DAQ 

Lisa Gorn is currently supported at the level of 40% while
working essentially full time.


Having in mind the active involvement in the LHC Project, the UF recently
undertook the major expansion in the area of experimental high energy
physics by hiring 4 new faculty members in the course of the last two
years (D.Acosta, J.Konigsberg, A.Korytov, G.Mitselmakher).
The High Bay Lab (6000 ft2) of the New Physics Building is in the full
disposal of the group. The group has a high priority access to the state
supported machine and electronics shops. Also, a half of a state-supported
line (a senior technician or an engineer) was made available to the group.

Quick ramping up of the base program support for postdocs and graduate
students is urgently needed to ensure the efficient work of the group.
Within our CMS effort (currently vigorously lead by D.Acosta, A.Korytov,
G.Mitselmakher) we can afford only one researcher at the level of 0.5 FTE
(L.Gorn). Given the responsibilities entrusted by US CMS to the University of Florida group, this support is insufficient. An adequate level of research personnel at UF is properly reflected in the WBS and was presented at the Lehman Review:

S.Klimenko (1 FTE):
This person is expected to be the contact person for the UF FAST
site. He will be fulfilling general managerial responsibilities associated
with running the site, scheduling the work, tests, shipments, etc.

L.Gorn (0.6 FTE):
She currently works (essentially at the level of 1 FTE being supported 
at the level of .4 FTE ) on  FAST Site DAQ development, Chamber Beam Tests, Data analysis, chamber performance and simulation. Her contribution is widely recognized by the collaboration and is vital for the project. In the long run she will be
responsible for dealing with the chambers being sent to CERN from UF and
for the coordination of installation and commissioning of these chambers.

Postdoc 1 (1 FTE):
Immediately needed to work on setting up the UF FAST Site. As
chambers and electronics start coming to the UF for the final assembly and
system testing, he/she will be responsible for coordination of the work
and tests at the lab.

Postdoc 2 (1 FTE):
Immediately needed to start working on the design of the High Voltage
(HV) system for the entire EMU system (WBS #). He/she will be responsible
for coordination of the design and prototyping the system. Writing and
implementing software of the HV slow control as well as the chamber
operation slow control based on the their performance is also is in the
responsibility of this postdoc. Also, this postdoc will operate long
term HV training of the chambers coming to UF. After procurement of the HV
system, this person will coordinate commissioning of it at CERN.

Rice:

1. Support ( 50% ) for Paul Padley ( also requested by the Trigger 
project ).


The HEP group at Rice has taken on a number of responsibilities within 
the CMS project and these are likely to grow in time. As detailed in 
our MOU with CMS, we expect to build parts of the endcap muon electronics 
and parts of the trigger electronics. To be explicit, we are in both the EMU and TRIDAS subsystems. We are responsible for the "EMU Trigger Motherboard" (EMU electronics), 
"EMU Trigger Port Card" (TRIDAS) and the "EMU Trigger Clock and Control Board" (TRIDAS). In addition we have taken responsibility for timing and 
synchronization issues for the endcap muon system.


Our present base program funding is inadequate to maintain the present 
staffing at the Bonner Lab, Rice University. In particular, base program 
support is not sufficient to keep Padley over the long term. His loss 
would cripple our CMS participation and it is imperative that support for 
him be forthcoming in our base program grant.

New postdoc - Trigger work


Within our MOU with CMS, the project plan shows that we need 
typically 1.5 post-docs working on CMS in any given year. This is split 
between trigger and EMU electronics work. We believe that in order to 
properly complete our work on CMS, the addition of a
post-doc to our group is essential. This post doc would work on a number 
of things, including simulation studies of our designs and the testing of 
prototype hardware, the design of the final electronics and the installation 
at CMS.

Wisconsin: 

1. A new postdoc ( 50% support ) is needed for the integration work,
while the remaining 50% is to be provided by the current Wisconsin grant. 


UC Riverside:

1. Partial support for Bill Gorn, Beam tests, FAST Site DAQ 

2. Partial support for David Chrisman, Beam tests ( data analysis ),
software development

Two people from UCR are felt to be critical for the construction of a
functioning DAQ system, David Chrisman and Bill Gorn. At the present time
both of these people are supported by the OPAL program, although David is
spending a substantial portion of his time on CMS and Bill is almost completely
dedicated to CMS. We feel it would be appropriate for at least 50% of their
effort to be covered by CMS-specific base program funds, at least until we 
can obtain such funding in our own contract. We intend to make such a request
beginning next year, when UCR starts a new three-year grant period. Some
significant support this year would give us leverage to obtain a CMS task.
We therefore request ~$90K for this support. This represents 50% of the
fully loaded support for these people, which we will have difficulty finding
for this coming year in our current budget. 

Purdue:

Graduate Student R. Vasques - Automation of Q&A at the chamber production 

Graduate Student R. Lee - Alignment work 

 Postdoc: Work on the tension measuring station in the Fermilab CSC factory in MP9.



UC Davis:

EE: in FY99 a half time EE working for a half year is needed to complete the SCA design.

1.2 HCAL:


The HCAL prioritized list is as follows:

 (starting 1999 - highest priority for immediate support)
1. Incremental support for Optics Personnel (Rochester) $35,000
2. Increase Foreign Travel Funding (Iowa) $6,000
3. RBX Post Doc (Notre Dame) $70,000 (NSF)
4. Trigger/DAQ Post Doc - Hardware (Maryland) $70,000 (NSF)
5. Trigger/DAQ Post Doc for software (Maryland) $70,000
6. HF Post Doc (Iowa) $60,000
7. Research Engineer at 50% (UIC) $30,000 (NSF)
8. Test Beam Post Doc (30%:shared with ECAL) (Minnesota) $20,000

(starting 99 or 00)
9. Electronics Post Doc - Hardware (BU) $70,000
10. Trigger/DAQ Integration Engineer (Maryland) $120,000
11. Increase Foreign Travel Funding (other DOE institutions) $60,000
(In addition to the $80K already distributed)

(starting 2000)
12. Calibration Post Doc at CERN (FSU) $70,000
Rochester:

Enhancement of salaries for key personnel

The senior RA’s at the University of Rochester play critical roles in the HCAL optics effort. They are acknowledged world experts in the design and construction of the tile-fiber type of calorimetry. They are in positions of management of the optics factories that will fabricate the optical system and are irreplaceable.  

During the past few years, the Rochester base budget has been flat. Raises have not even kept up with inflation.  As a result, all Rochester personnel are underpaid.  The requested increase in the base support will be used to bring the senior RA’s salaries back in line with those of comparable positions at other universities.

Iowa:
Need Travel support for Nural Akchurin who is the HF Technical Coordinator 
and must attend many meetings. 

DOE cost $6 K

(c) Post Doc (support of Nural Akchurin's proposal) 

DOE cost $60K (includes all extras)

1999:

1. Readout box for PPP1: PMTs, HCAL calib/mon modular unit. Help with 
construction and preliminary tests. 
2. PPP1 preparation, beam test and analyses: PPP1 absorber will be ready by 
July 15, 1999. The fibers and the readout box with all first versions
of calibration and monitoring systems will have to be installed by Sept 
in time for a beam test. This is a good opportunity to train a post-doc 
from start of construction to data analyses with all essential components 
in place. This is a big task. 
3. HF related calibration/monitoring: mainly radioactive source and some 
help with the LED and laser. We need to finish off the first of HF source
calibration system in 1999 and need to be sure that we are doing is the 
right thing. PPP1 will have source tubes; perform tests before/after beam
with complete source system (tubes, a driver, software, etc.)
4. Help with simulation (configuration, radiation backgrounds, performance and
others as needed.) would be useful to complement ongoing work at a 
moderate level. 

(Advance a part of optical engineering by about six months
from 2000)

2000:

1. Readout Box design and tests: Experience from 1999 is essential. 
Finish design and construct/test final readout box prototype with 
PMTs + calib/mon systems.
2. Help in integration between the other systems and the readout, i.e.
shielding, absorber mechanics, high-voltage systems, readout and trigger.
3. Help with rad-dam fiber tests. Prepare for the purchase of large 
quantities of fibers for the next year. Analyse rad-dam data, do tests if
necessary. Help prepare the bid and QC/QA document.
4. Participate in PPP1 radiation damage tests with intense hadronic beam for
the first time, probably at CERN/PS or SPS.
5. Interact with HCAL calib/mon post-doc (FSU ?) to ascertain that HF calib
system is in coherence with the overall HCAL system.

2001:

1. Readout Box manufacturing starts: Manage and oversee the readout box 
construction. Develop QC/QA criteria and implement them.
2. First purchase of fibers: Perform tests (optical, mechanical, radiation, 
etc.) and build a database. Establish test setup and procedures. 
Archive fibers. 
3. Prepare for PMT purchase towards the end of the year. Develop QC/QA
and start preparing for the PMT test infrastructure.
4. Interact with the HF electronics post-doc (BU ?) for readout.

2002:

1. Purchase PMTs: Help with systematic tests. Build a PMT data-base and 
maintain it. Coordinate between different test sites. Interact with 
the manufacturer as needed.
2. Help with integration of HF assembly and plan ahead with the assembly 
area at CERN in coordination with the rest of HCAL.
3. The first (HF-) half arrives at CERN in May. Installation of fibers start.
Participate in the fiber installation work. Contribute towards 
automatization as necessary.
Help with the integration of the fiber bundles and readout section. 
4. Help with the back-plane (where ferrules attach) and light guide 
installation of HF-.
5. Second fiber purchase. Ditto item 2 in 2001.
6. Readout box manufacture continues and PMTs get installed in them.

2003:

1. Take a leading role in completion of construction of the HF readout boxes 
and send them to CERN with PMTs installed. Make
sure that readout boxes (PMTs and calib/mon systems) work.
2. HF- (cosmic ?) test setup with all calibration systems.
2. HF+ absorber arrives at CERN. Ditto items 3 and 4 in 2002.
3. The second of source calibration systems need to be constructed and tested.

2004:

1. Installation of the readout boxes. 
2. If beam tests for check-out and calibration become possible either in 
2003 or in 2004 play a large part in it. Analyze and tie gathered data 
to existing calibration systems (source, LED, laser)
3. Integration of HV, trigger/DAQ and control systems.
4. Oversight of installation of services/cables, etc.

2005:

1. Help with the final checks and tests in the surface area.
2. Help with HF completion of installation by mid-year.

Notre Dame:

Post doc to work on RBX's

NSF cost (including benefits and indirect costs) $70K


In our recent renewal of multi-year funding to Notre Dame, which has 
just begun in FY98, we indicated that in later years we 
would need a postdoctoral fellow to assist with our CMS HCAL 
responsibilities for Readout Boxes and Optical Decoding, and to meet our 
obligations for participation in beam tests at CERN, and for construction, 
assembly and installation of the readout for the HCAL.

Given the revised construction and assembly schedules for the HCAL based 
on CMS and CERN schedules, the construction phase of the Readout Boxes 
and Optical Decoding begins at least a year earlier than envisaged a 
year ago at the time of our NSF renewal submission. Hence we would greatly 
benefit from the presence of a postdoctoral fellow in 
our group this year (FY99), and would need to get our base budget 
incremented to cover this hire. As I know you are fully aware, Notre Dame 
has a significant responsibility in the basic design of all the optical 
decoding for the barrel, outer-barrel, and endcap 
calorimetry for CMS, and has construction responsibility for the barrel 
readout boxes and a share of the outer-barrel readout boxes. In this 
effort we have considerable collaborative responsibility with University of 
Mississippi and University of Illinois at Chicago ; and 
important interactive effort in optical issues with the University 
of Rochester for HB, and with Indian and Russia/DMS groups for HOB and 
HE respectively; for placement and alignment of the 
HPD photosensors with the University of Minnesota; in the optical electronic 
interface with Fermilab; and in calibration with Florida State 
University and University of Iowa groups.

Because of our experimental commitment to the Fermilab D0 upgrade and the 
availability of important physics data at sqrt(s) = 2 TeV over the next 
several years, the postdoctoral fellow would spend some fraction of 
his/her time on that program to assist in experimental 
running and analysis, important for career advancement for this young 
physicist.

A 5-year work plan for this physicist Notre Dame in CMS HCAL:

FY99 Assist in the design and establish and establish the 
operation of the HB Readout Box Factory.
Participate in beam tests of PPP HCAL elements at CERN.
[33% participation on DX activities at Notre Dame and Fermilab.]

FY00 Manage the operation of HB readout box factory. Design and 
setup of HOB Factory. 
Participate in beam tests of PPP HCAL elements at CERN.
[33% participation on DX activities at Notre Dame and Fermilab.]


FY01 Manage the operation of HOB readout box factory.
Participate in beam tests of PPP HCAL elements at CERN. Postdoc
will spend significant time at CERN.
[33% participation on DX activities at Notre Dame and Fermilab.]

FY02 Manage operation of HOB readout box factory and any 
spare required boxes.
Postdoc will spend halftime year at CERN - probably relocate 
residency to CERN at midyear.
[20% participation on DX activities at Notre Dame and Fermilab.]

FY03 Postdoc will move residency to CERN. Participate in all 
phases of required installation and testing.

Maryland:
Pot Doc to work on Trigger/DAQ electronics evaluation and testing 
(NSF request) (Sullivan)

NSF Cost (including benefits and indirect costs) $70K

The Maryland group is requesting a postdoc to work on the
HCAL data readout electronics. The Maryland group is responsible for
the design and construction of the readout system after the 
digitization and transmission from the detector. This includes
the VME Readout Module, the VME Transition Module, the Data Concentrator
Card, and the PCI Receiver Module, and the necessary system engineering
and integration. We have worked on similar systems on both Dzero and CDF.
Although we have engineering support, in order to fulfill these responsibilities
in a timely fashion, it is essential that additional physicist manpower
be available to assist in this effort. 
A postdoc, unconstrained by teaching duties, will
be able to spend a significant amount of time both at CERN and at Maryland.
This would enable us to 
leverage the significant effort on the readout for the ECAL that is
taking place at CERN. We anticipate this postdoc will be 
supported by CMS NSF funds through Professor Sullivan.

The time line corresponds to the Trigger/DAQ Time Line for HB/HE/HO-B 
1999: Testing, Evaluation, Simulation
Data Concentrator Demonstrator for HB/HE/HO-B 
2000: Data concentrator demonstrator and prototype for HB/HE/HO-B 
Mezzanine Card Prototype and Test Adapter
Optical Receiver prototype
2001: Mezzanine Card Evaluation
VME card production and testing: Data Concentrator, Readout and
Transition Modules
2002: Prototype system evaluation
2003: Production system evaluation/installation & testing


(b) Post Doc on Level II trigger simulation and algorithm development
(Eno/Hadley/Kunori)

Cost (including benefits and indirect costs) $70K


The Maryland group is requesting a postdoc to work on the HCAL Level II
Trigger simulation and appropriate programming for the Level II trigger.
The Level II simulation will initially work on model simulations taking into
account the beam crossing clock ticks. The goal of the simulation is to model
the complete Trigger hardware chain including pipelining/switching, etc.
The results of the calculation will allow us to develop the algorithms for
the Level II software trigger in conjunction with other subsystem working
on this problem. It is poorly defined at present, but must be developed
very soon. The post doc will work under the guidance of Prof. Eno
and Dr. Kunori to develop the appropriate software for this project in
accordance with the CMS Computing Plan. 

The Maryland HCAL software group (Dr. Kunori and Professor Eno)
has major responsibilities for the HCAL Monte Carlo 
as well as the reconstruction software. Dr. Kunori is co-head of HCAL
Simulation and is a member of the CMS Software technical board.
They will work with the postdoc to ensure that the transition to C++ and 
OO software and the conversion from GEANT3 to GEANT4 for the HCAL 
can occur in a timely fashion. The postdoc will also participate 
in calorimeter design optimization studies and assist with the development
of Level-2 calorimeter trigger algorithms. 

We note that the Maryland group is performing similar tasks for the 
D0 experiment and will leverage the experience it has gained on 
that experiment. We expect that a full FTE pot-doc will work on CMS software,
although the proposed hire will participate in D0 part-time, and one
of our existing post-docs on D0 software will also work on specific
problems on CMS. Such time sharing will work because we expect to run
a very structured program on software development on D0 and CMS. 


(c) Electronics Integration Engineer for Trigger DAQ (Skuja)

Cost (including benefits and indirect costs) $120K

An electronics engineer is required who can work both at CERN as well 
as in the US on Trigger/DAQ integration. Because of reduced infrastructure 
at Maryland, all electronics engineering is done through the Physics 
Department Electronics Shop. These Shop engineers cannot travel to spend 
the extensive but necessary time at CERN and FNAL that Bo Lofstedt thinks 
may be necessary to do complete Engineering Integration work. 
There is also a need for Institutional Memory for the Trigger/DAQ into the 
data taking mode of the experiment even after the CMS construction
project is finished. Thus a base program engineer is well justified 
(but expensive).

The time line for this person follows the time line of the Trigger/DAQ
design, development, construction and integration with front end electronics
and data acquisition, monitoring, etc

1999: Integration - QIE demonstrator/Data Concentrator for HB/HE/HO-B
2000: Data concentrator demonstrator and prototype
Mezzanine Card Prototype and Test Adapter
Optical Receiver prototype
2001: Mezzanine Card Evaluation
VME card production and testing: Data Concentrator, Readout and
Transition Modules
2002: Prototype system evaluation
2003: Production system evaluation/installation & testing
2004 and beyond: Trigger/DAQ installation, maintenance 

UIC:
In an effort to solidify UIC's research infrastructure, we
request base funding for the UIC research engineer, who has 
led the optical connector and light guide development for much of HCAL. We 
hope to finish production of these items over a two and a half year period, 
however only half of our engineer's support is covered by the US CMS project. 
This work requires close cooperation with Notre Dame and U. of Mississippi 
on decoder boxes and with FNAL and Rochester (HB), Tata Institute (HOB) 
and Protvino, Russia (HE). 

After light-guides are finished, we plan to apply our optical expertise 
toward fabrication of optical readout units in readout boxes for HB and HE. 
A major optical component of those boxes is the front panel and 
optical mapping path constructed from our connectors and fiber. 

In addition, we plan to assist with HCAL front end electronics readout by 
helping build a test stand for FNAL. We are in the process of establishing 
a similar VME test facility at UIC for debugging of D0 level 2 trigger 
processors. We plan to hire a new HEP faculty over the next two years and 
anticipate that he/she will help expand our US CMS effort, perhaps building 
upon our front end electronics effort.

A 5-year project plan for our research engineer:

FY 99 Manage design of injection mold and production of HB, HOB 
and HE optical connectors. Manage quality control of connector
fabrication.
Assist in assembly of CERN test beam components.

FY 00 Manage fabrication of optical light guide factory for HB.

FY 01 Manage fabrication of optical light guide factory for HB.
Assemble components of optical decoder units.

FY 02 Assemble test stand for readout electronics.

FY 03 Assist with expanded CMS readout electronics project.

Minnesota:

Post doc to work on HPD's part time (30%)

Cost (including benefits and indirect costs) $20K


Minnesota requests a part time person (post doc) to work on ECAL/HCAL 
interface issues (30%). Minnesota is involved in both ECAL and HCAL for CMS
and a person who can bridge both of these calorimeters would be a valuable
asset. This person could work, not only on the initial test beam interface 
issues, but also on the broader installation issues of layer zero of the
megatiles, as well as other ECAL/HCAL interface issues.

The University of Minnesota is requesting funding to support a research
associate who will work at CERN and will be involved in both subsystems.
The area of responsibility in ECAL will be the APD characterization (in
collaboration with Northeastern). This is a major task requiring physics input
in the coming year. In HCAL, the research associate will provide on-site (CERN) 
for test beams, HPD characterization, calibration and installation of HCAL and
ECAL modules. His or her presence would improve integration and communication
between the US and CERN and between ECAL and HCAL. One of the difficulties over
the last several years has been the coordination of a combined HCAL-ECAL test
beam for the purpose of understanding such issues as e/h response. A scientist
with expertise and contacts in both subsystems would be able to help in both
scheduling and running of such a combined test. We envision a split of the
effort at approximately 70% ECAL and 30% HCAL averaged over one year.

An APD testing facility will be set up at CERN staffed by technicians from
Northeastern, Minnesota and PSI. The research associate will contribute to the
setting up of the test equipment and to the analysis of the data collected.
Some of the facilities could be shared with HCAL. For example, a simple,
portable version of the Viking test setup at Minnesota to test HPD's is being
prepared and could be brought to the test beam in June of 1999, and
remain there afterwards.

A combined ECAL and HCAL test beam is important, if we are to understand the
energy response of the total calorimeter and resolve questions related to
cross-calibration. The person who could organize and prepare such a combined
test beam run must be able to setup and understand the ECAL APD's, crystal
array, and their attendant electronics. Eight hundred APD's, tested in the
electro-optics laboratory, will be deployed in a 400 crystal nodule using
final electronics. The ECAL community expects to test such an array in the year
2000 at a CERN test beam. The same module should be used for a combined test of
ECAL and HCAL in the same year (or in 2001). At present, there is no one 
within ECAL who can spare time from purely ECAL concerns. We see the
identification of a person who will have both ECAL and HCAL responsibilities as
a vital step towards a successful combined test beam run.

The Minnesota post-doc would also assist with the testing of the entire
electronics chain from HPD's, to Front End Electronics, to Trigger and
DAQ at CERN (when appropriate).

BU:

Boston University requires a post doc to help with design, testing and
installation of HF electronics. At present BU has engineers from the
BU Physics Electronics Shop working on HCAL electronics issues but no
physicists. They will require a physicists to work with them who is
comfortable both with electronics development and physics simulation issues. 
The post-doc time line is as follows
1999: Test using PMT's - QIE demonstrator/Data Concentrator for HF
Simulation and design of Luminosity/Rate monitor electronics
2000: Test using PMT's:
Data concentrator demonstrator and prototype
Mezzanine Card Prototype and Test Adapter
QIE ASIC/Channel Control ASIC for HF
Optical Transmitter prototype
2001: Mezzanine Card Evaluation
VME card production and testing: Data Concentrator, Readout and
Transition Modules
2002: Testing and Evaluation: 9U VME crate development and production
2003: System evaluation/Crate Production/Rate Monitor Electronics
installation & testing



FSU:
The FSU request is for a post doc starting in the year 2000.
FSU requests a post doc permanently residing at CERN for the following
tasks (Some high priority and some lower priority). 
One person should be in charge of the entire effort: HB, HE and HO-B 
so nothing gets forgotten.

1. Assembly hall: Check every wedge assembled at CERN using the laser, LED 
and moving wire source and correct problems that occur.

2. Assembly hall: Cosmic muon tests. The group discussed this idea and this
can be done with little extra cost for hardware. It will require a person
to set up, take data, move the unit to the next wedge, etc.

3. Assembly hall: During the burning in of the electronics, a person is 
needed to check the wedges at regular intervals to check on the 
electronics. This again will be done with laser, LED and moving wire
source.

4. Test beam: Some wedges have to be taken to the test beam and calibrated.
Beam versus calibration. We should do this for as many wedges as we can,
unless we become confident that we can predict the characteristics of a
wedge from assembly hall data.

5. Integration of the calibration system into the test beam. At this time, this
is done by independent computers with no integration.

6. Permanent data base for all the calibration information.

7. Check every wedge after the wedges are transported to the CMS hall.

8. Integrate the calibration system into the CMS detector.

9. CMS Underground. After insertion of the layers 0 and 16, re-calibrate.

1.3 TRIDAS


Rice:

In response to the call for prioritization of Base Program requests for the US CMS Trigger Project, the following requests below have been ordered in priority.  The highest priority for the Trigger Project is the retention of Paul Padley in his leadership role at Rice for the Muon Port Card and overall integration of the EMU trigger. 

Florida:

The second priority is the retention of the Postdoc at University of Florida. Without additional funding, the postdoc working with Prof. Acosta would be unable to continue. A postdoc is critical to the continued work on the Muon Trigger Sector Processor. However, the tasks of this postdoc could be shared with other tasks on the CMS muon system at Florida and there will be involvement with CDF. Therefore the second priority is 50% support of this Postdoc.

UCLA:

 The third priority is to retain the second postdoc working with Prof. Hauser at UCLA. The two UCLA Postdocs are working on hardware and simulation, both of which are critical to UCLA's work on the Sector Receiver and EMU trigger primitive generation. However, the tasks of this postdoc could be shared with other tasks on the CMS muon system at UCLA and there will be involvement with CDF. Therefore the third priority is 50% support of the second UCLA Postdoc.

Wisconsin:

The fourth priority is to provide for a technician to be shared with the EMU and Common Projects at U. Wisconsin. A full-time technician working in the U.W. Physics Dept. will greatly enhance the productivity of the existing personnel and significantly reduce the cost over the hourly technician rate at the Physical Sciences Lab. The detailed responsibilities and activities of the technician are detailed in the documentation below. Therefore, the fourth priority is 50% support of a technician at Wisconsin.

The fifth priority is to provide for the addition of a postdoc working with Dr. P. Padley at Rice. The US CMS Project plan actually calls for typically 1.5 postdocs working on EMU and trigger together. The requested postdoc would be working 50% on Trigger and 50% on EMU activities. Therefore, the fifth priority is 50% support of a postdoc at Rice.

The sixth priority is to provide for a supplement to move the lead Wisconsin Engineer on the trigger onto the Base Program. The partial support by project funds is problematic in that the engineering budget for the trigger is tight and additional unbudgeted items caused by CMS integration have strained it further. This engineer will also be needed in the operations phase of the project and movement to support on the base program will solve this difficulty at the end of the project.

1.4 ECAL:

1. DOE

2. Minnesota Post Doc.




3. Caltech Staff Scientist.

4. Princeton research associate/junior faculty.


1. NSF

2. Northeastern Post Doc.

1999 will be the final year before ECAL must enter into full production mode. The major objectives for this year are the construction of the first 400 crystal module and a beam test of a 36 crystal matrix with the radiation hard electronics. The major US design responsibilities – APD’s, electronics and monitor light source are all required for these milestones. Begiining in 2000 we start the calibartion of the 80,000 crystals. This will be a huge tasks requiring a significant contribution of manpower from all the nations collaborating on the ECAL.

Minnesota:

Postdoctoral Fellow based full-time at CERN.   70k/year (including overhead).

In 1999 the postdoc would work on all matters relating to the avalanche photodiodes, QA/QC in mass production, their optical interface to the crystal and their connection to the electronics. The postdoc would work on the data collection and analysis of the performance and mechanics tests to be performed with the 36 and 400 crystal modules. He or she will also provide support for the other US groups in the installation and operation of the other systems for which we have responsibility.

In subsequent years the postdoc will work on the calibration and analysis of the 34 supermodules as they are built and if necessary in the joint ECAL/HCAL beam tests as well as related physics simulation topics.

Caltech:


A staff scientist working on ECAL Monitoring project. 70k/year (including overhead).

The Caltech CMS group is responsible for developing and constructing the light source and high level distribution (LSDS) of the ECAL monitoring system, which is a central detector component for maintaining precision of PWO crystal calorimeter in situ at the LHC. The laser system of LSDS will also be used for the calibration of the 34 supermodules, it must be delivered by April, 2000. Work on laser system will be carried out in FY99 and FY00. The Caltech group is also participating in the PbWO4 crystal development in FY99 to help bring the Chinese crystal production to the same level the Russian production.

There is limited time available for the PbWO4 development and the tight monitoring schedule. An additional physicist at Caltech would ensure that these CMS ECAL milestones can be met. The physicist will also work on related issues, such as the simulation of the monitoring system and test beam data analysis, which has, so far, not been covered.

Princeton:

A position in starting in Feb. 2000 for a research associate/assistant professor position. This person will be working on the ECAL readout project, which Princeton is managing,  and they will work on the ECAL calibration which is going to be a huge task. Both of these would greatly improved the effectiveness of the US groups there which have two people full-time at CERN on ECAL. 

Northeastern University:
(NSF)

It is imperative that data taken during ECAL construction is analyzed, archived, and made available for use in detector reconstruction and for tracking detector performance. This process must be consistent with the overall CMS strategy of using an ODBMS in conjunction with the OO simulation and reconstruction code of CMS, in which  Northeastern has a leading role.

The postdoc will participate in all aspects of this chain, thereby ensuring continuity, data integrity, and compatibility. To provide a specific focus for these activities, the implications of this work will be assessed in the context of benchmark physics processes, in particular electroweak and Higgs physics which are natural  continuations of the work done by the group on L3 and DO.

Budget: US$70k per year including overhead

1.5  FPIX
Purdue - request for salary for Gino Bolla:

He is an engineer in silicon production processes with a PhD in HEP. His expertise is widely recognized by the experts in the field. He also enjoys the confidence of Roland Horisberger, the head of the CMS pixel effort.  Gino is contributing to the development of the silicon pixel sensors and to the testing of the readout chips, two key components of our project that are rather weak without the participation of Gino. The R&D on the sensors is now carried out jointly by US-CMS with PSI and Gino Bolla has assumed the leading role. BTeV is also sharing the submission. This request has the highest priority within the US-CMS Pixel effort.


This requests from Purdue:


                   Starting in:   FY99  $63.8K   Postdoc

        Total increment to current base       $63.8K

NU - Support for Martyn Corden presently at SCRI:

The simulation effort of Martyn is essential for a timely formulation of  the detector’s design . Without his continued contributions, the time scale of the project will seriously suffer.


Requested funds to be assigned to NU until Martyn Corden lands a teaching position:


                  Starting in:   FY99  $100.0K   Senior Scientist





           $  10.0K   Workstation, travel

                       Total requested funds       $110.0K

NU -Support for Research Associates to work at Fermilab on US-CMS: 

The mechanical and cooling team has a number of rather experienced physicists but it seriously lacks full time physicists who work, together with the technical experts at Fermilab, on completing the large number of tests required. The present manpower (one full time physicist) is a serious mismatch for the extended and difficult tests to be done.


The requests from NU:


                   Starting in:   FY99  $70.0K   Postdoc





           $  2.5K   Workstation

           Total increment to current base     $72.5K


                   Starting in:   FY00  $70.0K   Postdoc





           $  2.5K   Workstation

 
           Total increment to current base      $72.5K

Rutgers - Increased support for the effort with the US-CMS: 

Rutgers is a strong group with good leadership, that has secured the confidence of the CMS Pixels’ leaders. They are  responsible for designing a chip that controls the readout sequence of the sensors; the Token Bit Manager. It will be used for reading out both Barrel and Forwards detectors. They will also design the interface (the Port Card) between the Front End electronics and the rest of the world for the Forward Pixels. Funding is requested to support a specialist in the layout of printed circuits for 3 years and an additional Research Associate starting in FY 2000. They also need equipment (Logic Analyzer, wire bonding machine, and PCs) to carry out the US-CMS related work as well as other projects in which the group is involved. I very strongly support these requests. The increased support is indispensable for carrying out their responsibilities for the CMS experiment.

      
The requests from Rutgers are:





FY99  $69.8K Circuit layout specialist

 



           $70.0K for capital equipment








Total increment to current base     $139.8K

                                                    FY00  $68.8K   Postdoc





           $69.8K   Circuit layout specialist





           $  2.0K   Workstation








Total increment to current base      $140.6K





FY01  $68.8K   Postdoc





           $69.8K   Circuit layout specialist







             Total increment to current base     $138.6K

Johns Hopkins - Increased support for effort with the US-CMS:  

This institution has assumed major responsibilities in the sensor development as well as in the optical data transmission: the High Density Interconnect (HDI), the VME electronics (ADC), the cables, and the Power Supplies. The lack of base support from the funding agency has seriously curtailed the R&D effort that this group was expected to carry out. They had to rely on funds supplied by the University, which are very appreciated but cannot continue and are definitely insufficient. The JH group is in urgent need of Research Associates that can work full time on the US-CMS Pixel effort. One Postdoc is joining now and will work on the sensor development. His salary will initially come from university, funds but must be switched as soon as possible to base funds. A second Research Associate must be added to work on the HDI, where urgent questions of feasibility still need to be addressed. The requests from this institutions are strongly endorsed by the subproject manager.  


The requests from Johns Hopkins are:


                   Starting in:   FY99  $72.5K   Postdoc to work on sensor detectors





           $  2.5K   Workstation


 


           $72.5K   Postdoc to work on HDI and VME





           $  2.5K   Workstation

 
           Total increment to current base     $150.0K

