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Removing the Haystack – the CMS trigger and data acquisition systems

Vivian O'Dell

Fermilab

P.O. Box 500, Batavia, IL, 60510 USA
E-mail: odell@fnal.gov

The CMS Trigger and Data Acquisition System have been installed and commissioned and are awaiting data at the Large Hadron Collider. In this article, we describe what factors drove the design and architecture of the systems.

Introduction

Although CMS may appear to be a disparate collection of detectors with different strengths and weaknesses, it is the complementary information from all the detectors which, when assembled, allows us to explore LHC collisions event by event. The role of the CMS Data Acquisition system is to collect, assemble and record for further analysis the information from all detectors for each proton-proton collision of interest. The LHC will deliver an average of 20 proton-proton collisions every 25ns. Below we will describe how we selectively record the few drops of potentially interesting interations from this sea of collisions. We will describe the general requirements and the design choices. The reader is referred to [1-3] for a more detailed list of requirements and implementation.
Interaction rates at the LHC

By using theoretical models to extrapolate from previous collider measurements to the LHC center of mass energy, we can estimate how many hard collisions per second we expect at the LHC.  Figure 1 shows the total pp cross section as a function of center of mass energy. At the LHC center of mass energy of 14 TeV, the total pp cross section is predicted to be about 70 mb (= 70 x 10-27 cm2), which means that for the LHC design luminosity of 1034 cm-2s-1 the expected raw interaction rate is 7 x 108 Hz. The LHC beam is made up of RF bunches of protons: each bunch is separated by 25ns which means two bunches cross in the CMS detector every (25x10-9s). This also implies that each bunch crossing contains (7x108 Hz)x(25x10-9s) = 17 pp interactions on average. Not all bunches will be filled at the LHC and one can use this formula to calculate the approxinate average in-time pileup per bunch crossing. Clearly, at the same luminosity, as the number of filled bunches goes down, the number of protons/bunch increases as well as the number of interactions/beam crossing. 
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Figure 2 shows the expected cross sections and rates of different physics processes of interest at the LHC. What is apparent from this plot is that interesting new physics such as SUSY or Higgs occurs at least 10 orders of magnitude less frequently than the overall pp cross section. For example, theory predicts the ratio of cross sections of the standard model H->gg with MH < ~200 GeV/c, to the total inelastic cross section to be on the order of 10-12. This means not only do we have to find the beam crossing with the H->gg production and decay, but that this beam crossing will have, on average, 16 additional pp interactions overlayed.

From this discussion, the challenge for the trigger and data acquisition system is formidable: somehow we must selectively record beam crossings with the highest probability of an interesting event and this must be done, on average, every 25ns.
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Figure 2: Expected rate of physics processes at the LHC. The predicted cross section is on the y axis to the left and the resulting rate in Hz is shown on the y axis on the right. The predicted event rate for the total inelastic cross section is on the order of a GHz, whereas CMS is designed to search for rare events that occur at a rate << 1 Hz. The challenge of the trigger/DAQ system is to record all of the rare processes while reducing the overall event writing rate to 100 Hz.

The CMS Trigger/DAQ system requirements

Introduction and Overview of the System

The CMS Trigger/DAQ system consists of a detector front end readout system, a triggering system and a global readout system that assembles all the detector data from one event. The detector readout system (or front ends) are synchronized with a timing system from the LHC accelerator which signals the 25ns proton-proton bunch crossing rate. For each bunch crossing, detectors store their digitized data in a front end buffer (pipeline) as well as sending signals to the L1 trigger system. The L1 trigger collates the trigger information from all CMS subdetectors and makes a global decision. Once a detector gets a positive trigger from the L1 trigger, the data is read from the pipeline into the readout buffers. The L1 decision must be formed while the data is still in the detector front end pipelines, so the depth of the pipelines determines the maximum allowable trigger latency (or the time it takes for the trigger to form a decision and propagate it back to the detector front ends). 

After a positive L1 trigger decision, the data is read into the event building network of the DAQ where the data from all the subdetectors for each event is assembled and sent to the Filter Farm for further evaluation. Software running on an array of computing processors reconstructs the full event and runs more complex algorithms to decide if the event is to be saved for further (offline) processing. At this stage the event can either be discarded or written to an online storage system, and eventually to an offline archive. Table 1 summarizes the overall requirements of the CMS Trigger and Data Acquisition System.

	Summary of CMS Trigger and Data Acquisition System Requirements


	Bunch crossing rate
	40 MHz
	Defined by LHC parameters

	L1 Trigger Latency
	3.2 ms
	Constrained by pipeline depth (tracker)

	Deadtime
	< a few %
	Kept as low as possible.

	L1 Trigger Rate
	100 KHz
	Constrained by event building network

	Trigger objects
	Jets, muons, taus, e/gMissing
	Defined by physics 

	Number of hits
	500k
	Defined by CMS detector

	Number of front ends
	~600
	Defined by event and switch size

	Event size
	1 MB
	Defined by detector. Must be < 2kB/FED (Front End Driver) (constrained by FED builder system)

	Event storage rate
	100 Hz
	Defined by media/technology

(online and offline event writing and/or processing rates)


Table 1: Overview of Requirements for the CMS Trigger and Data Acquisition System.
The CMS L1 Trigger system

1.1.1. Introduction and general strategy

The first step in separating the events of interest from the 40 MHz event rate is at the Level 1 trigger. By making a list of interesting processes to search for and their likely decay products, a strategy has been developed for triggering on events of interest. During the trigger design phase, tables were compiled of Higgs decay modes, SUSY signal modes, exotic particles and heavy quark decays (top and bottom) as well as events needed for standard model and “soft” physics. It became clear that a diverse physics program requires a flexible trigger.

The Level 1 trigger was designed to be efficient at triggering on physics objects while having the flexibility to increase or decrease thresholds in ET and pT in order to keep the over all event trigger rate at less than 100 KHz. The objects that can be defined at the L1 trigger level are jets, taus, leptons (muons and electrons), photons and missing ET.
1.1.2. The CMS Level 1 trigger

An overall schematic of the Level 1 trigger is shown in Figure 3. Data flows from the bottom of the figure to the top. As can be seen in the figure, the trigger is divided into two distinct parts: the calorimeter trigger and the muon trigger. The Global Level 1 trigger receives input from these two subsystems, whose vertical architecture is very similar. 
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Figure 3: The CMS Level 1 Trigger Architecture. The trigger pipelines operate at the beam crossing frequency (40 MHz), and the latency (decision time + time for the decision to propagate to the front ends) of the trigger is < 3.2 ms (128 bunch crossings).

1.1.3.  An aside: Technologies used in the CMS Level 1 trigger

Each subdetector has designed its own trigger and readout systems, with the only caveat being that the data must be stored (pipelined) for at least 128 bunch crossings and that the total trigger latency must be less than 3.2 ms (128 bunch crossings). These requirements constrain the maximum allowed time each subdetector has to generate its trigger primitives, and that, for each positive L1 trigger decision at most 2 kB of data from that bunch crossing must be sent to the FED builder in the Data Acquisition System. Because each subdetector was then free to design their own trigger and readout system, this led to different choices of technology depending on the requirements and resources of each subdetector group. Three basic technologies are used in all systems: ASICs, FPGAs and Communication Technologies. Below is a brief description of each.

1.1.3.1. L1 Trigger technologies: ASICs vs. FPGAs

ASICS (Application Specific Intgetrated Circuits) are the best performance option: they have high radiation tolerance and low power consumption. However they are costly to design and manufacture and lack flexibility. FPGAs (Field Programmable Gate Arrays) are commercial, widely used chips, that can be programmed for a variety of applications. Their size and popularity has increased at least as quickly as commercial CPUs: early FPGAs in 1987 held only 9,000 logical operations (or gates), whereas current FPGAs host millions of gates. Compared to ASICs they are slower and less energy efficient, however their cost and flexibility is a huge advantage and R&D in the FPGA field continues to close the performance gap between the two. 

Although as mentioned above, different detectors have chosen different technologies, in general as the data handling tasks move from readout to forming complex trigger objects, the technology moves from ASICs to FPGAs. A typical example from the muon system is shown in Figure 4.
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Figure 4: The CMS Muon Trigger System showing the hardware choices at each stage.

1.1.3.2. L1 Trigger technologies: Communications

The second major area of technology challenge for the L1 trigger is communication. In order to process and send a decision for each event, the L1 trigger must be able to communicate at least as fast as 25ns (the bunch crossing time). The trigger communications are broken into two groups: communicating between cards in different crates and communication between cards in the same crate. Intercrate communication is done with high speed copper or optical fiber serial links. Several different technologies are used in the trigger system: LVDS, which stands for Low Voltage Differential Signaling uses the difference in voltage between two wires to encode information and can run at 400 Mb/s on cables shorter than 10 meters [4]. Other technologies employed in the CMS trigger are the HP G-link [5] and the Vitesse transceiver [6]. All of these support high speed data transfer between crates. Communication between cards in the same crate can be done over the crate backplane, which has an advantage in that there are a large number of connections and backplanes can operate at ~160-200 Mb/s.

1.1.4. The Trigger Logic and Data Flow

Both the calorimeter and muon trigger systems take data from the detector and produce trigger primitives.  For all systems participating in the trigger, digitized data from the subdetectors are sent both to the Data Acquisition System and to the Trigger Primitive Generator systems.  In both cases the data is stored in a pipeline until a L1 trigger decision is formed. Again, depending on the subsystem the trigger primitive generators may be based on either ASICS or FPGAs or a combination of the two. A digital filter at the detector signal input extracts the peak signal and the bunch time information in order to assign the correct bunch crossing to each signal. Once a positive Level 1 Accept signal arrives, the data are sent over CERN designed S-LINKs (Simple Link Interface) [7] to the FED builder of the Data Acquisition System. The S-LINKs will be described in more detail in the DAQ section.

1.1.4.1. The Muon Trigger System

The CMS raw single muon rate at nomimal (L=1034 cm-2 s-1 ) LHC luminosity ranges from about a few 106 Hz at low pT (1 GeV/c) to a few Hz at high pT (100 GeV/c). The challenge of the CMS muon trigger is to reduce the rate of measurable muons in the 4-50 GeV/c range to about 30 kHz (i.e. a reduction factor of about 103) without introducing any deadtime, that is making a decision for every 25ns beam crossing. There are several CMS muon detectors that all participate in the global muon trigger: the Resistive Plate Chambers (RPCs), the Drift Tubes (DTs) and the Cathode Strip Detectors (CSCs). While all three detectors can in general assign the correct bunch crossing number at nominal luminosity, because the RPC time resolution is less than the 25ns LHC beam crossing time, it is an important trigger timing ingredient. 

Figure 4 shows the data flow of the muon trigger. The DT trigger finds track candidates in each of four stations by extrapolating hits forming inner station segments in order to correlate them with segments in the outer stations. This step is done mainly in ASICs that are located on the detector itself. The next step, forming trigger level tracks using the segments reported from each station, is done in the regional trigger using look up tables. In this step the track pT, position and charge are assigned.

The CSC trigger works in a similar way, using the 6 planes of detector in each station to form track segments which are then forwarded to the regional trigger to reconstruct tracks and assign pT, f and h. 

The four highest quality muon candidates from both DTs and the CSCs are forwarded to the Global Muon Trigger, along with quality bits for each muon candidate based on the number of muon stations used to reconstruct the muon candidate. While the CSCs and the DTs use local and regional trigger components to find muon candidates, the RPCs directly compare the pattern of hits in the detector with predefined patterns corresponding to various pT bins and send the four highest pT muon candidates along with the candidate quality code to the Global Muon Trigger. 

The Global Muon Trigger selects up to four muon candidates for each bunch crossing using the susbsystem quality and pT information. In addition it receives isolation and minimum ionizing bits for each 0.35x0.35 in an h, f calorimeter region from the Global Calorimeter Trigger. All of this information is merged, when possible, to form new kinematic parameters for each candidate. The muon candidates are then ranked according to pT, h, and quality using (programmable) look up tables and the four best candidates are forwarded to the Global Level 1 Trigger.
1.1.4.2. The Calorimeter Trigger System

Figure 5 shows the logic for finding calorimeter objects at Level 1. On the left of the figure is a block diagram showing the data flow of the calorimeter trigger. Trigger primitives, containing trigger tower energy sums from the Electromagnetic Calorimeter (ECAL) and the Hadron Calorimeter (HCAL), are generated in ASICS in the detector front end readout boards. Additionally, the ECAL also calculates an additional bit indicating the transverse size of the energy deposit which is used to distinguish electromagnetic objects (e.g. electrons and photons) from hadronic (jet) showers. 

The trigger primitives are then forwarded to the Regional Calorimeter Trigger (RCT) whose job it is to sum the energies from the trigger primitives across trigger towers to identify electrons, photons, jets and taus. The RCT is made up of 18 crates, each crate containing 7 receiver cards, 7 electron identification cards and 1 jet/summary card. Each crate processes a 0.7 f x 5.0 h region. The logic of the RCT is almost exclusively in ASICs but also uses programmable memory lookup tables for mapping the trigger primitive information to calorimeter ET. The output of the RCT is a sorted (by ET) list of trigger objects per crate. Because of memory space and time constraints only the best four of each object is sent. 

The Global Calorimeter Trigger (GCT) receives information from the RCT and forms jet and electron objects using a sliding window algorithm to search for patterns of energy deposits. The GCT is technically challenging as it has to perform a flexible triggering logic with low latency and data must be shared at high speeds between cards. The 23 large FPGAs which form the heart of the GCT communicate with each other over high speed (2Gb/s) optical links. There are two output paths for the GCT trigger information: one goes to the Global Trigger to participate in the Level 1 trigger decision, and the other goes out on an S-LINK[7], the standardized input to the CMS DAQ system which will be discussed below.
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Figure 5: An overview of the CMS Calorimeter Trigger System
1.1.4.3. Putting it All Together: The Global Level 1 Trigger

The Global Level 1 Trigger is the last stage of the first level trigger system and is responsible for issuing a Level 1 Accept or Reject for every bunch crossing. The Global Level 1 Trigger applies up to 128 algorithms using inputs from the global calorimeter and muon trigger systems. These algorithms are flexible with programmable thresholds to optimize the trigger depending on luminosity and environmental conditions. The final L1 decision is sent to a trigger control board that forwards the decision to the front end electronics of all the subdetectors. A positive decision causes the front end electronics to read the data from the detector of the bunch crossing that generated the trigger as well as one bunch crossing before and one after in order to study out of time pileup for the event. In order to save readout time and memory, not all data from all channels are read out. In some cases the data is “zero suppressed”, that is only signals above a programmable threshold are read out. In addition, the ECAL has implemented a system that allows only channels in a region around an energy deposit are read out (selective readout).
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Figure 6: Block diagram of the CMS Level 1 Trigger System.

Figure 6 shows a block diagram of the Level 1 Trigger system, and Table 2 shows an example of a possible triggering scenario.
CMS DAQ and Higher Level Triggers

1.1.5. Introduction, requirements and a little history

The job of the data acquisition system is to assemble all the subdetector fragments from each L1 triggered event, filter the data to reduce the overall rate to a manageable size and write the events onto local and central storage for further analysis.

Figure 7 shows the evolution of data acquisitions systems in High Energy Physics as a function of input trigger rate and event size. The LHC experiments are the most demanding both in terms of Level 1 rate and event size. For CMS, with an estimated maximum average Level 1 trigger rate of 100 kHz and an event size of 1MB, we have to process nearly 1 Tb/sec of data. 
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1.1.6. Considerations on how to build a DAQ

For building, filtering and storing data we need a system with a large (1Tb/s) throughput capability, large amount of CPU to perform the event filtering and a high throughput to media storage in order to save the data for offline analysis. We have seen from the Level 1 trigger implementation that making a flexible, low latency trigger well matched to the CMS detector requires custom designed boards using rather expensive technology. In addition, between the design, production and commissioning phase of the trigger there is a long time lag which means that by the time the trigger is actually commissioned and being used in the experiment, the electronics are already obsolete. In order to ensure flawless operation of these custom boards, it is important to take care to over-order parts in danger of becoming obsolete and build enough spares for a 5-10 year lifecycle.

When the CMS DAQ was being designed, one of the considerations was to use commodity hardware whenever possible in order to reduce the cost of the system and also to increase its reliability and upgradeability. The backbone of the DAQ is the networking used to build the events and the CPU used to process them. When surveying the market to find suitable commodity technologies, it was clear that the networking market was being driven by the telecommunications field and the CPU market was being driven by the personal market. Luckily the analysis of large numbers of independent events is well suited to parallel processing, and the field of “farming” PCs is a well developed one, so it was natural to think of collecting all the data that passed the Level 1 trigger, building it, and sending it to a farm of PCs running scientific linux. The size of the PC farm is determined by the event rate into the Higher Level Trigger farm and the average CPU time needed to process each event. The media storage market is being driven by industry to host large databases of e.g. customer information, thus large, robust disk storage arrays with good bandwidth connectivity are easily found in the commercial market.

1.1.7. The CMS DAQ: Custom vs. Commercial

The DAQ was designed with the commercial market in mind, but as with the trigger, as we get closer to the demanding LHC clock, custom solutions had to be made. There are only two custom boards used by the DAQ: the CERN designed and built S-LINK that is the input to the DAQ and the FRL (Front End Readout Links). The S-LINK layer is the common interface of the DAQ to the subdetectors.

1.1.7.1. Detector front end

The subdetectors send their data over the custom S-LINK card [7], which is directly plugged into the sub-detector FED. The S-LINK card has a 1.6 kB buffer for incoming data and an LVDS converter to sent the data to the FRL, the first step in the DAQ chain. The S-LINK also supports a bidirectional link for generating backpressure to the FEDs when DAQ buffers fill up.

The FRLs were designed and built by CMS. Their purpose is to receive the data from one, or (optionally) merge the data from two S-LINKs, and form the interface to the (first stage of the) event building network. It is implemented as a compact PCI card with an internal PCI bus to interface with a Network Interface Card (NIC) and an interface to the PCI backplane in order to control and monitor it. The FRL logic is implemented in FPGAs, the basic function being to check transmission errors over the S-LINK, to move data to the NIC interface and to merge data from 2 S-LINKs, if necessary. 

1.1.7.2. Event building and the CMS Event Building switch

During initial stages of the event building design, it was unclear if there would be a switching fabric that supported the bandwidth needed to assemble event fragments from about 500 different sources and route them serially to 500 different syncs at a maximum average throughput of 1 Tb/s. The idea of only assembling parts of the event was developed. In this model, one would filter the events in stages: for example the first stage might be assembling the calorimeter data and running a more rigorous jet/photon object selection filter.  For events that passed this first filter requirement, the muon data could be read out and finally for events that passed all the selections the full readout would be initiated. This methold of “staging” the data readout would lower the total necessary event building throughput as most events would fail the filtering selection before the full event building stage. Thus the data selection running on the PC farm became known as the “Higher Level Triggers”, since it incorporated a software version of a traditional Level 2 trigger.

By watching the market and keeping the event building design flexible, the final design of the event building system was constructed around technology already available and testable in 2005 when the first serious DAQ event building prototype was assembled. The design is summarized in Figure 8. As can be seen in the figure, event building is a two step process: the first step, the so called FED builder, comprises 64  8x8 switches, allowing event fragments from 8 input FRLs to be assembled and sent over 8 output links. 

 In this design, the event builder is made up of eight identical slices, each slice able to build the full 1 MB events at an average maximum rate of 12.5 KHz. Thus the 8 slice system supports the design requirements of event building at 100 KHz. The immediate advantage of this system was that 64x64 switches supporting at least 12.5 GB/s were readily available. However another advantage to the 8 slice system is that the DAQ could be installed gradually according to the rate needs as the accelerator goes from low to high luminosity. In addition slices can be upgraded relatively independently as the technology ages.
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Figure 8: The CMS DAQ architecture. The DAQ is comprised of eight identical slices each supporting full event building and filtering at 12.5 KHz.

1.1.7.2.1. Another Aside: Brief Overview of Networking Issues

The rate of CMS event building depends on the rate that the data fragments from the input NICs can be sent through the event building switch to the output NICs. In order to understand the real rate a switch can support, it is important to understand how the switch works.

1.1.7.2.1.1. Buffering and Routing

Switches may buffer at the input (Input Queuing or IQ), the output (Output Queuing or OQ) or both (Combined Input Output Queuing or CIOQ). Because there is no buffering on the output, IQ switches suffer from “head-of-line” blocking effect which occurs when packets in the input fifos must wait for an available output destination. This reduces the available throughput of the switch when, for example, the second packet in an input fifo has to wait for the first packet to be sent or when two packets on different inputs have the same output destination. OQ switches, since they buffer packets on the output of the switch, do not suffer from this problem, however to fully utilize the throughput of the switch, the requirements on the bandwidth of the output memory becomes large. For a completely non-blocking switch, the memory bandwidth for writing must be at least the speed of each input port times the number of input ports. For example for a switch configured for 500 1Gb/s inputs would require a memory bandwidth for each output port of 500 Gb/s or 1ns access time for a 512bit wide memory. By contrast, an IQ switch only has to buffer the inputs at 1 Gb/s. The CIOQ design, which utilizes memory on both input and output can reduce the memory bandwidth requirements on the output significantly depending on the switch design.

Additionally, if the NIC itself is programmable, one can implement rudimentary packet “traffic shaping” to increase the switch efficiency. By understanding the typical application traffic patterns, some a priori ideas of how to decrease the incidence of blocking can be made. CMS employs barrel shifting traffic shaping for the time critical data collection from the FEDs. 

1.1.7.2.1.2. Technologies Chosen for Event Building

In designing the DAQ switching fabric, the requirements for stage one and stage two event building were considered separately. For stage one (the FED builder) the main considerations were bandwidth, flow control and reliability. The bandwidth requirement per input or output port is determined by the Level 1 trigger rate (100KHz) and the average data fragment size in a single FED is 2kB meaning each port must support a sustained rate of 200 MB/s. At the time the CMS DAQ was designed Gigabet Ethernet was the fastest widely available Ethernet option. Therefore at least three links/input would be needed to support the input bandwidth. In addition Ethernet NICs are not programmable, so any FED builder protocol or traffic shaping would have to be implemented upstream of the switch. Furthermore Ethernet does not provide a lossless packet transport; that is if an Ethernet switch becomes congested, it will drop packets unless there is an additional software layer (i.e. TCP/IP) which prevents it, adding complexity and additional latency. An alternative option was sought in the commercial market. The Myricom [8] company manufactured a switching fabric with programmable NICs, reliable transport with backpressure at the hardware level to prevent buffer overruns, a low latency message passing protocol and a bandwidth/port of 2 Gb/s. This technology was chosen for the first stage of event building (the FED builder).

In the second stage of event building, the RU builder, event “super” fragments arrive from each of the 64 FED builders. These fragments are on average 128kB in size and must be combined over the 64 inputs and routed to one of the 64 outputs at an average maximum rate of 100kHz (L1 trigger rate) / 8 (DAQ slices) = 12.5 kHz giving a total of 160 MB/s. This is easily accommodated by either one Myricom link or two gigabit Ethernet ports. Gigabit Ethernet was chosen for this stage of event building, as the buffer depths in the RU machines were large enough that the latency overhead of TCP/IP to guarantee lossless event transmission was not an issue, and the wide availability of hardware and software in the commercial market was very attractive. As discussed above, each DAQ slice is easily upgraded with faster Ethernet technologies as needed.

For more details on switch throughput simulations and measurements see the CMS DAQ TDR [3].

1.1.7.3. Event filtering

The final stage of online event handling before storing the events for offline analysis is done in the online farm of commercial PCs running final software selection software. Handing off events from the event builder to the filter farm PCs is done in the Builder Units, also commercial PCs with two Ethernet interfaces each. Each builder unit services up to four filter farm PCs which run the full CMS event reconstruction  software.
1.1.7.3.1. CMS Higher Level Trigger strategy

The CMS HLT is a purely software trigger run on the online computing farm (the Filter Farm). The strategy of the HLT implementation is to use offline software as much as possible in order to keep the software robust and maintainable. The main requirement of the software trigger is to satisfy a diverse physics program with high efficiency. This means that any event selection must be inclusive (to discover the unpredicted as well as predicted) and must not require precise knowledge of calibration/run conditions since precision detector calibrations lag behind data collection. In addition the event selection efficiency must be measurable from data alone. Finally, clearly all algorithms and event processors must be monitored closely as events failing the online selection will be lost forever.
The online selection code runs in a single processor and analyzes one event at a time. Its job is to lower the L1 100kHz rate to an output selection rate of 100 Hz, that is, it can accept only 0.1% of the events. Unlike the L1 trigger, the HLT has access to the full event data and thus can make more stringent demands on the event. The main limitations of the online software trigger are that of available CPU time and the lack of precision of the calibration and alignment constants.
1.1.7.4. Saving the Data

Once the online software selects an event it is marked and saved. Data is first saved to a large disk array located at the experiment, and then transferred to computing sites at CERN and worldwide.
1.1.7.4.1. Data Storage

Each slice of the CMS data acquisition system has a dedicated online storage system. The storage system is made up of two logger nodes (commercial PCs) connected to the filter units by up to four Ethernet links and to a disk array by fiber channel. Four fiber channel switches are connected to each of the eight disk arrays and each logger node is connected to two of the switches via 2 4Gb/s Fiber Channel connections, allowing failover in case one of the data loggers crashes. Each disk array contains 42 1 TB disks organized as 4 groups of 10 disks configured as RAID-6 (allowing the array to be robust against any two drives in a group failing), each group holding 8 TB of data. Thus there are 32 TB/disk array for a total online storage of over 250 TB. Data files are closed and transferred to the CERN offline storage area (the CERN Tier 0) every 93s, the definition of a CMS “luminosity section”. Once the Tier 0 determines a data file is copied correctly, it is marked for deletion from the online storage. With 250 TB of online storage, CMS can run comfortably for many days even if the connection to Tier 0 fails.

The data are transferred to the CERN Tier 0 computing site over 4 1 Gb/s Ethernet links. Once at the Tier 0, the raw data is archived and, in parallel reconstructed then pushed out to seven Tier 1 sites located worldwide for secondary storage and reconstruction. The goal of the offline computing is to have a first full reconstruction of the data just a few hours after it is collected online.

CMS Detector Control and monitoring

An additional important system for CMS is the Distributed Control System (DCS), whose purpose is to ensure the detector is properly functioning while taking data and is in a safe mode when not taking data. The DCS controls and monitors the detector, the on and off detector electronics and the overall environment. While it does not have to react on a 25ns time scale, it must communicate with the online DAQ and detector systems, with the LHC accelerator and with infrastructure experts in a timely fashion. Failure of the DCS could be disastrous for the CMS detector.

It was decided early on during the development of LHC DCS systems to encourage the use of a single commercial product, if possible, in order to leverage price, expertise and to have a uniform and well tested system. To this end, CERN formed the Joint Controls Project (JCOP) [9] as a collaboration between the LHC experiments and the relevant CERN support groups.

While choosing a commercial product as the backbone of the DCS is desirable, it is important to note the differences in DCS use in industry (which drives the commercial market) and HEP (which does not). In industry, the typical system to be controlled by a DCS (or SCADA: Supervisory Control and Data Acquisition) has fewer channels and thus generates much less data, is more homogeneous with little or no custom hardware or interfaces, changes little after the initial installation, is developed and maintained by experts, does not need to know what running state the experiment is in and is typically monitored and operated by experts.  In addition in the HEP world partitioning the system in order to let subdetectors run independently is crucial. Thus in looking for a commercial system it was important to find a flexible solution that could be customized to the special CMS needs. 

PVSS, an idustrial SCADA product from the Austrian company ETM [1] was chosen for its flexibility in architecture and scalability. PVSS provides a run time database to store and archive device data, alarm handling, a graphical editor so that users can implement their own interfaces, a scripting language to access the PVSS database and a graphical parameterization tool which enables the user to define the database structure, the data being stored and limits for generating alarms.

At the LHC, the concept of a piece of equipment or detector element being in a particular stable or semi-stable state is important. Examples of such states are “Operational”, “Error”, “Off” or “Standby”. These states are reached by well defined transitions. PVSS does not itself support the state/transition concept, so the JCOP collaboration developed a framework for DCS integrating it with a custom Finite State Machine (SMI++) [ref]. In addition the framework contains templates, standard elements and functions for controlling and monitoring hardware, ensuring a homogenous control layer and hiding the underlying tools as much as possible. Much of the hardware used at the LHC is common across all experiments (such as CAEN High Voltage supplies, rack controls, etc.) and therefore the framework templates help to reduce the duplication of effort. 

Conclusions

In this article, we have attempted to describe what led CMS to the hardware and software choices it made in the trigger and data acquisition systems. In general commercial solutions were sought in order to obtain well tested and robust solutions. However there are special demands at the LHC in terms of scale and timing that made custom hardware necessary. In general, the closer the electronics had to follow the LHC clock, the more custom the solution: industry in general does not operate in a time pressure as exacting as 25ns. Whenever possible, and financially feasible, large buffering was put between data handling stages in order to lengthen the allowed time latency and thus move towards a commercial decision.

At the time of this writing, before even recording any data from the LHC, the discussion of how the trigger and DAQ systems must evolve in order to handle the rates from the “Super LHC”, the upgraded LHC that will deliver an order of magnitude more luminosity has begun. The general strategy of using commercial solutions where possible will be followed, but custom solutions in both the trigger and the DAQ will likely be necessary to handle the much larger hit occupancies and more complex event structure coming from higher luminosity. Following and understanding market trends and who drives them will again be a critical part of the CMS DAQ strategy.
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Figure 7: Evolution of Data Acquisition Systems as a function of L1 accept rate and Event Size.  Note that while the four LHC experiments have differing event size and data rates, their overall throughput requirements are roughly the same.
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Figure 1: The total pp cross section in millibarns as a function of center of mass energy.
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