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The CMS silicon microstrip Tracker readout system is unprecedented in size, with over 9 million channels. It is an analogue readout system, implemented using CMOS ASICs and linear, semiconductor laser transmitters which send pulse height data off-detector for digitization and the first level of data processing. The basic components which define the architecture originated in R&D projects in the early 1990s and were crucial in allowing this system to be realised. The availability of several key technologies was critical to achieving the design preferences and the components and technologies were utilized also to build the control and monitoring system and, later, to implement critical elements of other CMS sub-detector systems. The background to the technology choices and early development of the system is described and an attempt is made to draw some lessons which could be relevant for the future.

1.
Introduction
The electronic readout, timing and control system of the CMS Tracker is based upon three major elements: CMOS integrated circuits, fibre optic transmission with customised optical transmitters and receivers in miniaturised packages, and large off-detector digital electronic boards relying on large Field Programmable Gate Arrays (FPGAs). Almost none, if any, of the components eventually deployed in the system could have been procured when the system was originally conceived and its realization was only possible because of technology evolution during the lifetime of the project. This was in part a consequence of the high level of radiation tolerance required for all particle tracking systems at the LHC; being in close proximity to the collision point they are exposed to the highest fluxes of particles emerging from the proton collisions. However, this was not the only factor: the requirements to be met were extremely challenging in terms of numbers of channels, noise performance, power to be dissipated, material budget constraints and cost, to name a sample.

Based on discoveries and progress in particle physics during the preceding couple of decades, at the outset it was very clear that the LHC (or an equivalent accelerator) would define the future and therefore it was vital that detector systems should be devised. Since no-one knew how to design working experiments for the extreme conditions of LHC, the particle physics community was granted a significant period of imaginative R&D lasting about a decade, in which many ideas were developed and many others eventually fell by the wayside. With hindsight it still seems impressive that there was enough belief that these unprecedented problems could be overcome.

It is possible to give an account of the CMS Tracker system by describing the requirements and summarising the specifications and performance achieved but it is probably illuminating, and perhaps more interesting for the less specialised reader, to give a first hand semi-historical account of how this system evolved and the factors which determined the overall design. The system includes several notable innovations, most of which were considered challenging, or even controversial, at times during the development period. Many of the features, and in several instances actual components, have been successfully incorporated into other CMS sub-detectors, which has been beneficial for standardisation within CMS and in minimising the overall development costs and hopefully long term maintenance. There are important lessons to be learned from this experience and it may be valuable to review the memories of the Tracker system evolution in view of large and ambitious future projects, which include possible upgrades to cope with higher luminosity operation of the LHC.

2.
Requirements for an LHC Tracker

In the early 1990s, the importance of tracking compared to calorimeters and muon systems still needed defending, as the physics justification was often considered less clear cut, especially for large scale detectors to provide comprehensive track reconstruction. Arguments, such as the importance for electron identification of energy-momentum matching and improvement of muon momentum measurements, as well as the ability to distinguish multiple events in congested high luminosity conditions have proved valid. From today’s perspective, the capabilities of the tracker at lower momentum have far exceeded original targets and techniques such as particle flow have been developed for CMS and look to be increasingly important in future. 
To quote from one of the early status reports submitted to the CERN Detector R&D Committee (DRDC) [1] “Although the main physics goals of an LHC experiment are clear, the role and specifications for an inner tracking system are less well defined… Cost constraints will play an important part in final decisions of overall detector design”. 

Table 1. Target specifications for front end electronics defined by the RD20 project to read out 300µm silicon sensors at LHC, adapted from [1]

	Minimum ionising particles deposit a most probable signal of ~25,000 electrons.

	Equivalent Noise Charge of 2000 electrons from all sources throughout the lifetime of the detector, to include the increase due to radiation induced leakage currents.

	precise timing, with the ability to localise the signal origin to single beam crossing

	minimum pile-up

	dead-time free

	analogue data read out 

	data available for level 2 trigger

	immunity to extrinsic noise

	minimum power. In practice 1-2mW/ channel is believed to be the minimum feasible.

	reliable, robust, calibratable

	easy to implement in radiation hard form


The challenges to develop a tracking detector for LHC operation were well identified; it is easy to forget that not only were they unparalleled but there was no obvious certainty that they could be overcome. The first and most apparent was radiation tolerance, where the ~10Mrad (100kGy) and ~1014 hadrons.cm-2 requirement
 was compared to the interior of nuclear reactors. The optimal sensor material for LHC tracking was not evident and there were doubts whether silicon would be adequate; gallium arsenide seemed promising and diamond and silicon carbide were also discussed. However, a silicon microstrip detector with several million channels and spatial resolution ~20µm was thought to be possible. 

From the electronics perspective the initial focus was on the front end chip; the significant challenges were the on-chip data storage required for the Level 1 trigger latency, the likely power and the extraordinarily large data volume and processing rate. The target front end electronics specifications are listed in Table 1. It seemed plausible that AC-coupled double-sided sensors might be used, which also raised the unappetizing prospect of constructing very large systems with half of the electronics held at the sensor bias voltage, which might change with irradiation to maintain charge collection efficiency. There was little or no experience with building DC coupled sensors and matching front-end electronics.

 Little was known about multi-Mrad radiation hardness of integrated circuit electronics in the particle physics community other than from textbooks [2-4] which focused on environments where such concerns had been encountered; these were principally in the nuclear power industry, and space and military applications. A more recent overview can be found in [5]. Various meetings introduced potential protagonists to one another; the LHC efforts benefited from earlier R&D investment for the US Superconducting SuperCollider (SSC) because manufacturers who were interested in SSC and LHC business were mainly American and were already conscious of the approaching end of the cold war era and its expected impact on military spending. Space had been identified as an expanding market but collider experiments seemed to offer them a much larger possible demand. This introduced another parameter into the equations: cost.

It quickly became clear that manufacturers interested in the SSC and LHC integrated circuit market were used to customers with large budgets. Radiation tolerance in space was achieved in part by shielding and in part by selecting small numbers of components and “qualifying” them, or exposing them to radiation levels in the expected range, adding a suitable safety margin, and ensuring satisfactory operation was maintained. Once this had been done, other components from the same production batch were considered safe to use, without necessarily imposing significant requirements on the internal design. However, this was practical only for small numbers of components and meant that space qualified parts were far behind the commercial state of the art when launched. For defense applications, significant government investments underpinned technologies in use and restrictions on use and information transfer were widespread, and a cause for concern, especially because the LHC Tracker radiation tolerance requirements were well above even conventional military specifications.

The primary circuit damage mechanisms were adequately understood, namely atomic displacement effects in bipolar circuits and oxide charging in MOS electronics [2-5]. However, analogue performance did not seem to be the most critical factor for commercial products and it was questionable whether MOS devices would be usable. The techniques used to achieve hardening were obviously commercially sensitive. This generated a need for studies at the transistor level, measuring the noise spectral density pre- and post-irradiation of components with dimensions typical of amplifier input devices. The number of technology variants was not small and there appeared to be prospects for some non-standard processes, e.g. silicon on insulator, to achieve improved performance.

Bipolar circuits offered attractive possibilities; noise in bipolar amplifiers is predictable using only the DC currents drawn, although the current-gain parameter (b) must be measured to confirm its degradation under high levels of irradiation is tolerable. In addition bipolar circuits offer their best analogue performance with pulse shaping times in the range required for LHC, of a few tens of ns, with capacitive loads typical of microstrip sensors. However, CMOS technologies were better established and already dominating the market, as well as being more accessible via multi-project wafer (MPW) submissions both commercially and via academic training consortia in Europe. CMOS was also intrinsically immune to bulk (displacement) damage since the currents are carried in extremely shallow surface layers under the gate oxide; this was easily verified and would simplify qualification studies by removing a need for large scale studies with neutrons or protons. In contrast there was some evidence that bipolar circuits might also be affected by surface charge and dose rate, adding to the possible evaluations required. The uncertainty for CMS transistors was the actual noise level achieved in accessible processes, often larger than the theoretical minimum, and whether this would degrade during irradiation, which required studies of each process.

Overall, the early 1990s was a period of some confusion with widely differing opinions about the technologies with best prospects, the likely costs, and long term access to the foundries where contracts might be placed, as well as sensitivities on national security grounds.

3.
Front End readout
The CMS microstrip tracker readout ASIC originated in the RD20 R&D project [6], which was set up to investigate a wide range of issues involved in constructing an LHC tracker, including sensors, electronics and mechanics and cooling. From an electronic point of view, most of the proponents shared the view that analogue readout was to be preferred if feasible, based on experience in LEP experiments and improvements in spatial resolution from charge sharing in microstrip systems.

Although bipolar circuits were not rejected, it was felt important to explore the possibility to use CMOS because of existing expertise and access to processes at modest cost in shared MPW submissions. Another important argument was that LHC circuits required quite a lot of logic and memory functionality and this would only be practical using CMOS. It was not easy to see how high density bipolar front end amplifiers, typically with 128 channels on 40-50µm pitch, would be easily connected to nearby CMOS logic without a large number of wire bonds, raising noise issues and questions of supply voltage consistency. While not ruled out, the practical issues of building modules and chip handling appeared severe. 

However, a very important and persuasive argument was that for, a given power, CMOS could not match the noise performance of bipolar amplifiers where ~1mW analogue power/channel looked feasible, especially for pulse shaping required for the 15 ns LHC machine clock then envisaged. 

3.1
Analogue versus binary

Demonstration of pipeline memory circuits was considered to be a crucial point at the outset of LHC R&D. LEP experiments had stored only one or two samples at most and there was no experience of relatively long term storage of a large number of analogue samples with high speed reading and writing, and power constraints. A binary system would avoid this problem, at the price of sacrificing signal amplitude information. However, several prototype designs were developed by different projects and were able rapidly to confront concerns about capacitor leakage, chip area, control logic and noise generated by the digital circuitry, although it was only when pipelines were fully integrated into full size chips that the noise contribution was optimized. Since analogue samples were not significantly larger than the sensor input signals, it proved to need care to ensure that the amplifier writing to the memory had enough gain
 and storage capacitors were dimensioned so that the stored charge (Q = CV) did not suffer from added noise from the amplifier used to read samples from the pipeline. Capacitor leakage turned out not to be a serious issue for the LHC trigger latency of a few µs.

The possible access to analogue samples encouraged RD20 to examine means of processing consecutive pipeline samples on-chip to overcome the difficulties in developing a fast enough CMOS amplifier. The early efforts focused on the leading edge of the pulse, and whether precise timing information could be extracted with amplitude. It was well known that zero crossing techniques would add noise, as well as circuit complexity.

Starting from simulations trying to solve a matrix problem of inverting the measured pulse shape from a few samples to obtain the fast input signal, the deconvolution method was devised [7,8]. The signal processing is implemented in an relatively simple analogue circuit following the pipeline by forming a weighted sum of three consecutive samples. Because it does not process every event, but only those which pass the level 1 trigger, the circuit runs with a clock much slower than the beam crossing rate, which saves power. It is dead time free because the time to process each event is less than the average interval between Level 1 triggers and sufficient buffer depth is provided to allow for fluctuations in first level trigger arrival times
.

Although deconvolution appeared a novel idea to particle physicists, it turned out to be textbook material in digital signal processing. However, the noise implications of this type of analogue processing had not been studied previously and required further calculations and experimental measurements to confirm the behaviour. As expected [7,8], the method effectively shortened the pulse shape and led to an increase in series noise (associated with the input transistor and sensor capacitance), and reduction of parallel noise (associated with leakage currents).

Table 2. Possible pros and cons of analogue readout

	Pro
	Con

	Improved spatial resolution from charge sharing information
	Potential extra complexity, especially compared to binary

	Greater and more flexible common mode noise rejection
	Possible need for on-chip ADC

	Greater diagnostic capability
	Larger data volume

	Greater system monitoring capability for long term operation
	Likely larger chip size, cf binary

	Access to analogue data offers robustness against unexpected system noise
	Transmission of analogue data may incur a noise penalty

	Absence of on-chip thresholds to manage
	


The power gains associated with deconvolution did not fully overcome the possible weaknesses in using a CMOS amplifier, compared to bipolar – effectively a fast leading edge pulse is needed -  but they were compelling enough to convince many that this was a viable solution for analogue readout. Nevertheless, it was not universally accepted that analogue readout was needed; commercial electronics trends certainly favoured digital system implementation. However, commercial systems were not necessarily considered a good guide to implementing a low noise, highly sensitive detector with an enormous number of channels operating in an environment of which there was no experience and where radiation induced degradation might be inevitable. The subject remained controversial; some of the arguments are given in Table 2.

3.2 Front end chip evolution

Over the period from 1992-1997 a series of circuits was implemented incorporating more of the final features, and evaluated in laboratory and beam tests. A 32-channel APV3 was constructed in 1994, followed by a 128 channel APV5 in 1995, and the APV6 in January 1997. All were implemented using a Harris (USA) 1.2µm radiation-hard process, which was formally qualified to a standard 300krad level but which tests had demonstrated to be adequate to much higher doses.

The APV6, which was evaluated during the first half of 1997 [9], looked promising for CMS production. A good relationship had been established with the manufacturer and, while no contracts were in place, the production schedule and cost were beginning to look acceptable. The yield of well functioning circuits was the largest uncertainty, since it was known to be design dependent, and the company advised that several large production runs would be needed to draw conclusions.

The APV6 was also rather easy to study; for the first time internal bias current and voltage settings had been implemented by programming internal registers in the chip using an industry standard serial interface protocol. This was extremely beneficial for production testing, as well as operation in the laboratory, since a range of settings could be explored simply by reprogramming the registers. It was possible to make firm estimates of the time needed to test wafers and, thus, the large scale testing requirements, including considering whether this could be outsourced.

During 1996, Harris had moved the production line back to a facility on their main site - for straightforward economic motives, as production demand was limited. One consequence was that, to maintain the radiation hardness qualification for commercial parts, transistors from the process had to be characterised for performance following irradiation, as the production line parameters were validated and tuned. The results looked promising and there seemed little reason to doubt behaviour would be similar to that observed in 1995 before the foundry move. To surprise on all sides, this turned out not be the case, as was discovered during the summer of 1997 after irradiations with Co60 gammas [10]. The APV6 performance degraded after a few Mrad and it was not feasible for the company to fine-tune the process for LHC applications.

During the APV series development, a parallel chip development (APVM) had begun for MSGCs (Microstrip Gas Chambers) using the DMILL technology [11], which had been developed in France with LHC applications in mind and which was to be taken over by a commercial manufacturer. The CMS Tracker design in 1997 still foresaw the outer part of the detector being constructed from gas detectors, which it was believed should be less expensive than silicon microstrips. There was therefore a requirement for about 10 million channels of MSGCs, compared with only 3 million silicon channels [12]. MSGC signal amplitudes were similar in magnitude but with a different time structure, with large fluctuations during the signal pulse. The deconvolution method intended for a fast d-like current impulse was not ideally adapted for gas detector signals but it seemed that a comparable method of processing using multiple samples could be adopted, following performance studies with prototype detectors. It seemed that the DMILL process, which had not yet been production qualified, could be the fallback technology and an effort began to convert the APV6.

However, at the same time as the radiation sensitivity of the Harris process was identified, work in CERN had begun to establish the prospects of commercial deep sub-micron processes, in the range below 0.5µm minimum feature size. Although there had been hints that such processes could offer substantial levels of hardness [13,14], data from mostly commercial parts under irradiation had led to an inconsistent picture. The picture in 1997 was not nearly as clear cut as some later accounts [6] suggest; experts in the field had referred to variations between production lots
, between wafers in the same lot, and even between chips on the same wafer, and this was not well understood[15-17]. The work from CERN [18] established a few important facts:

· the fundamental radiation hardness of commercial sub-micron CMOS processes could be in the multi-Mrad range required for tracking detectors, as predicted by studies on oxides,

· by using enclosed transistor designs, which avoided current leakage paths between source and drain of the transistor, the less predictable currents associated with much thicker oxides on other parts of the circuits could be eliminated.

The results were very encouraging, but more information was needed on analogue performance if this was to provide an alternative to radiation-qualified processes. Studies soon confirmed excellent noise behaviour at the single transistor level. Tolerance to radiation-induced latch-up was shown to be good and Single Event Upset (SEU) immunity could be enhanced by circuit architecture [19-21]. 

It was decided to attempt a translation of the APV6 into an IBM 0.25µm process in a single step. This offered some very significant potential advantages, with apparently few risks (Table 3) except for the challenges of working in a new technology in which there was limited experience and constructing a large, complex chip in a single iteration.

Table 3. Benefits and risks of adopting 0.25µm process, as seen in 1998.

	Benefits
	Risks

	Modern commercial process with high yield and low cost per unit wafer area so substantial cost saving
	New, more complex process with limited design experience

	Significant reduction in both analogue and digital power consumption 
	Development time might exceed expectation

	Higher density circuit for same functionality so reduced size chip, even with longer pipeline memory
	Unexpected radiation effects might emerge

	Well characterized process with lower noise with reduced power
	Increased sensitivity to single event upsets

	Faster manufacturing time and larger wafers, so reduced wafer handling and faster acceptance testing
	Relatively high Non Recurrent Engineering (mask) costs


The translation went remarkably quickly, with a team from the UK and CERN collaborating closely, and the first design iteration produced an excellent chip in autumn 1999 [22,23]. It was aided by the fact that the process turned out to be well characterized, and transistor models reliable. This was one example of the benefit of using a large volume commercial process whose customers rely on predictable features, including prices, high yields and fast processing. 

3.3 Production

Although the first version of the APV25, produced inexpensively in a shared MPW run, was almost perfect and only minor tuning in a second iteration was necessary before the chip was considered ready for large scale manufacture, it was some time before large scale manufacture began during which there was a lengthy postscript to the development. 

Unexpected variations in yield between early wafer lots were observed. Initially it seemed that something had gone wrong in manufacturing but after investigation, wafer replacement and resumption over a one year period it became clear that the yield was not stable. Despite large amounts of data and additional processing of test structures to test hypotheses, no clear link could be demonstrated between designs and failure rates, and no weak point in processing could be identified. However, we were informed that problems had not been observed in deliveries to commercial foundry customers.

Regular intercontinental conference calls took place between designers, evaluation team, foundry specialists and failure analysis experts from within IBM. A few points in some chips where failures could be isolated were identified. IBM used sophisticated microscopy techniques to section chips and examine their internal structure which rapidly narrowed down the hypotheses.

The problem was related to intensive use of one metal layer in HEP designs. The large area of this metal influenced the duration of a chemical-metal polishing (CMP) step responsible for wafer planarisation and, consequently, minor variations in metal thickness could give rise to small gaps, e.g. ~0.1µm, between vias and metal layers which they were intended to connect. In a series of wafer lots CMP timing was varied, to optimise for the APV25 and other designs, following which yields of ~80% or more were regularly observed during manufacture of over 150,000 APV25 chips [24, 25].

It would have been impossible for HEP users alone to have replicated the IBM failure analysis and diagnosed the fundamental problem. It had also been believed that a high volume process (typically ~40,000 wafers per month) would not be tuned for small volumes. Yet yield variations and unexpected process changes have been a feature of many past experiences with smaller scale ASIC production, usually without any final convincing explanation. A close working relationship between foundry vendor and user is clearly highly desirable.

3.4
Performance

The APV25 achieved an Equivalent Noise Charge of 270e + 38e/pF in peak mode and 430e + 61e/pF in deconvolution mode [22] for a power consumption of 2.3mW/channel; about half of the power is used by the analogue circuits. In practice about 0.4mW/channel extra is required on the hybrid to bias an inverter stage, which allowed the chip to operate with both sensor signal current polarities. The peak mode pulse closely approximates an ideal CR-RC pulse shape with a 50ns time constant, as required for the deconvolution filter. Consequently the deconvoluted pulse shape is close to ideal, with a gaussian-like shape and a peak amplitude after 25ns and the whole pulse contained in 50ns. The output is very linear to about 12fC, deviating by 10-15% at signals of 30fC.

There was a substantial radiation testing programme and many chips were irradiated to 10Mrad at typical dose rates of 0.6Mrad/hour. The effects are minimal. Several chips have been irradiated to much higher levels and even at over 100Mrad there is little degradation of performance, with minor tuning of biases to optimize the pulse shape. Single Event Upset studies were also carried out, concluding that the impact on CMS will be very small [26].

4.
Optical links

Given the large number of sensor channels to be read from tracking systems, it was attractive to examine fibre optic links as a means of transmitting data through the detector to the underground counting room about 100m distant. This would avoid certain significant challenges, such as the power to drive electrical signals with insignificant attenuation and, perhaps more important, long return current paths, with scope for ground loops and potential noise impact. A CERN DRDC project, RD23 [27], realised that tracking systems requiring moderate dynamic range with modest deviations from linearity were suited to analogue optical transmission. The proposal also identified a need for fast, parallel signal transmission and processing for the first level trigger, for example using transition radiation detectors for electron identification, which was expected to be a more important objective.

4.1
Early developments

There was much less experience of optical technology in particle physics experiments than with electronic integrated circuits, previously mainly confined to few fibre systems using LEDs in short distance laboratory set ups. The RD23 project allowed interactions with industry to narrow down alternatives. While in 2009 fibre optic data transmission is now commercially well established, most of the backbone infrastructure was installed only during the 1990s, especially local telecommunications links, which are probably closer to LHC applications than very long distance, trans-oceanic, data transmission. However, there are some important differences to note at the outset: commercial applications place important emphasis on reliability, robustness and ease of installation, for obvious reasons, including the cost of highly qualified personnel. But access for repair should also be possible, even if failure rates should be acceptably low.

The LHC tracking applications required low mass, low power and low cost so that transmitters and receivers could be installed inside a lightweight structure. The link speed for a development should not be too high, to be compatible with ASICs operating in the multi-MHz range, which did not seem to be consistent with a very high level of multiplexing. It became clear that commercial components were still developing to meet market needs and that potential transmitters were mainly semiconductor lasers. LEDs could be used for very short distance links but would be less efficient in coupling light into fibres which would be a drawback for longer distances. The LHC radiation environment again posed special challenges, which were not encountered in any commercial systems and LEDs did not seem to be sufficiently radiation hard.

Lithium niobate modulators using Mach-Zehnder (MZ) modulation were briefly considered. For these links a Continuous Wave (CW) laser could be situated external to the detector, solving a big part of the radiation tolerance problem, and light sent to a waveguide divided into two optical paths on the surface of a lithium niobate crystal. One of the optical paths could be modulated with an electric field, proportional to the signal, to change the relative phase of the two light paths and allow them to interfere destructively. The lithium niobate was expected to be radiation hard but required a rather high voltage of 10-20V to switch. The optical path length necessary to create a large enough phase shift was rather large, ~10cm, and the modulators were bulky and relatively high mass. Issues requiring maintenance of light polarization in the fibres were also identified. It did not look easy to fit MZ modulators into a tracking system so, although the idea had attractive features, the weak points seemed too important. However, these investigations began to demonstrate that the optical power budgets, losses and noise issues would be compatible with tracking requirements.

An alternative modulator technology looked more promising and was prototyped by a vendor for RD23 up to 1996. It used passive reflective modulator technology [28], with external CW lasers providing the optical power, as with the Mach-Zehnder concept. The reflective modulators, acting as transmitters, were III-V semiconductor multi-quantum-well (MQW) electro-absorptive structures, tuned around 1.55µm wavelength. They translated the front end chip output into an optical signal by modulating incident optical power from the external lasers. Power consumption within the tracker volume would have been limited to the very low photocurrent in the modulator. Sample modulators were irradiated to high levels using neutrons and gammas with no significant changes so radiation hardness did not appear to be a major concern. 

However the system was quite complex and component development was a slow and expensive process, which would have required significant investment to reach large scale production. CMS would have been the unique customer of a single manufacturer. Since only small series of prototypes had been studied, important technical questions remained outstanding, such as dynamic range, noise sources intrinsic to the reflective system, tuning of laser wavelength and modulator bias voltage, possibly required at the module level. Modulators were challenging to manufacture and it became evident that the system cost was likely to exceed the CMS budgetary target with a high technical risk, including uncertain reliability since no comparisons could be made with similar systems or components. Therefore in 1996 a recommendation was made to CMS to develop a system based on directly modulated lasers as transmitters [29].

4.1
Semiconductor lasers

The most promising alternatives to modulators were actively modulated laser diodes. A number of semiconductor lasers from several manufacturers were successfully evaluated early on [30], and extremely long mean time to failure rates were quoted. A commercial trend towards reliable, low power and, possibly, low cost solid state lasers, with many applications for data transmission, seemed to be emerging. Since these early studies, a substantial qualification programme has been undertaken by the CERN CMS optical link team [31].

The semiconductor laser is based on a p-n diode in a direct band-gap material in which forward bias creates the population inversion necessary for laser light emission. The operating wavelength depends on band-gap which can be tailored by utilising compound semiconductors, e.g. InGaAs, to match the wavelength windows for low attenuation transmission in optical fibres. The other essential condition for laser operation is an optical cavity to generate oscillations and stimulate emission. It is constructed in a Fabry-Perot laser by cleaving the wafer crystal to create optical facets which act as partially reflective mirrors. Other types of edge emitting laser exist. Vertical cavity lasers (VCSELs), as the name suggests, are constructed to emit transverse to the wafer surface.

A minimum current, the threshold current, is required before laser action commences since a certain fraction of photons are lost from the cavity via external emission and internal absorption. However, thresholds values as low as a few mA and forward voltage drops of 1-2V are achievable with output power of many mW. Above threshold the light output power is often highly linear with current which made lasers attractive for an analogue system.

A major concern was radiation damage. Traps created in the active volume of the laser are likely to act as non-radiative recombination centres which reduce the optical gain. However semiconductor lasers are usually constructed using III-V materials which are known to be relatively radiation hard. Lasers minimise the active volume using heterostructure quantum well designs to increase the laser gain by optimising the overlap of carriers with the optical field in the cavity. The lateral dimensions of the laser are also designed to be small to minimise electrical power requirements and maximise efficiency [32]. Since the magnitude of radiation damage effects is related to volume, the drive for lower threshold lasers seemed to coincide with requirements for radiation tolerant transmitters. Irradiation tests were carried out with neutrons and gammas with excellent results [31] including studies of receivers and fibres in addition to transmitters. 

4.2
Optical system issues

[image: image1.wmf]
Fig. 1. A schematic of the CMS Tracker readout system as envisaged in 1996.

By 1996 the system design which was implemented for CMS was reasonably fully evolved (fig. 1). Despite a wish to undertake a complete system design and confront all major issues, the architecture originated in the principal components seen to be crucial to the implementation, namely the front-end readout chip and the optical link (of course matching requirements defined by the sensors). Both involved new technologies and failure in either to achieve the requirements would have required a major rethink.

The choice of analogue readout, which had been strongly supported by most of the CMS sensor community, drove the design, which was then largely motivated by the desire for a “simple” system. Thus, originally, each front-end chip was attached to a transmitter sending its data synchronously to the off-detector data acquisition. The ability to place this part of the system outside the experimental cavern was seen to be very advantageous in minimizing the use of custom radiation-hard electronics, especially in view of resources available. A second important factor was that the Tracker teams understood quickly that the detector would be completely inaccessible once assembled, even before installation, so it had to be constructed to a very high standard and operate reliably for a very long time. This was unprecedented; interventions on a detector during each winter shutdown were considered normal before LHC. Placing ADCs in the counting room reduced the number of custom components to be developed for the radiation zone and gained performance as well as allowing access and avoiding potential problems of magnetic field operation and space constraints. Some of the arguments are listed in Table 4 but in many cases were impossible to evaluate fully until the system had been built.

Table 4. Additional pros and cons of analogue readout using optical analogue data transmission

	Pro
	Con

	No radiation hard on-chip ADC, saving design effort
	Cost of analogue links

	Smaller front-end chip, than with ADC
	Linear optical transmitter required

	Larger analogue ADC range possible than with on-chip ADC
	Increased sensitivity to connections in optical system

	Lower power than alternatives
	Greater sensitivity to noise after front end

	Synchronous system
	


Although cost did not permit the use of an optical channel for each readout chip, 2:1 multiplexing allowed retention of the synchronous analogue concept and made better use of the available optical bandwidth, with each fibre effectively delivering almost 400Mbit.s-1[33]. The access to analogue information has proved to be as beneficial as originally foreseen, especially during commissioning and performance evaluation studies, as well as in the early phases of LHC data taking, so far limited to cosmic data.

4.2
Optical link cost and performance

Low cost devices are essential for the large scale of the CMS tracker. This is usually achieved in semiconductor manufacture by high volume production with large numbers of devices on each wafer. Automatic testing before dicing then maximises yield at the packaging stage. This is not so easy if cleaving is required before operation so one reason for the relatively high cost of lasers is the testing requirement. The structure of VCSELs, which emit transverse to the wafer surface and seemed to simplify testing by manufacturers and offer potentially lower cost was a reason that VCSELs seemed so promising to some users. 

Table 5. Estimated typical noise contributions for microstrip detectors using the APV25 in deconvolution mode [34]. Various sensor lengths are used at different places in the Tracker.

	
	Noise contribution [electrons]

	
	Inner sensors (~300µm thick)
	Outer sensors (~500µm thick)

	APV25
	400 + 60 x 15pF = 1300
	400 + 60 x 20pF = 1600

	Metal strip resistance (200 Ω)
	500
	500

	Leakage current of 1µA
	350
	350

	Optical link
	600
	600

	Total
	1560
	1810


However, the total cost of an optical system involves a number of factors which this article cannot explore in detail. For the transmitter, in addition to the cost of the laser, packaging to accurately couple the emitter to the core of an optical fibre is an important cost driver. One factor which influences the packaging is the choice of fibre, which can be single-mode (SM), as widely used for long distance communication links, or multi-mode (MM), as used in many short distance links. SM fibre is less expensive but connectors require greater mechanical precision since the core fibre diameter is ~8µm, compared to ~50µm for MM, so connector costs represent a larger contribution in SM systems. SM systems operate at longer wavelengths, typically 1.3µm or 1.55µm, with different implications for power, cost and eye-safety and radiation hardness. Thus many factors enter the choice between systems, including the availability and performance of all the elements needed to construct a complete link and evaluation should not focus simply on a single component.

So far the record of performance and reliability has been very high [35]. An analogue link adds noise to the front end but typically only 5-10% of the total, when combined in quadrature with other contributions (Table 5).

The issues which emerged during installation and operation were largely anticipated, even if sometimes difficult to avoid: individual fibres are strong but need careful handling, especially where space is tight and damage might be expected. Cleanliness at connectors, which are very precise, is essential. The laser current thresholds have a well known dependence on temperature which generally results in baseline shifts which can be easily handled but are sometimes inconvenient, for example if temperature changes occur relatively quickly. In most cases, this was trivial to handle because of the temperature controlled environment imposed on the tracker for other reasons.

5.
Overall system design

The early years of the readout system development were spent primarily on the radiation hard front-end chip and optical links, including a series of ASICs needed for clock and trigger regeneration and opto-electronic functions, which already stretched the small teams contributing to the system design. It was envisaged early on that the same optical components could be deployed to transmit system clocks, control and monitoring data to and from the interior of the Tracker but it was only in 1996 that effort became available to define and develop control features, which began by trying to understand the amount of traffic which would be required and the protocols needed for data transfer. While safety sensitive control operations, such as power on and off, were to be hard-wired in conventional “slow-control” mode, it was necessary to configure the front-end chips and laser driver gains by a faster, radiation-hard, communication interface which would then also allow to monitor the internal state (temperature, leakage currents, local voltages, etc) via other ASICs on the Tracker. 

A particularly important requirement was to synchronise all the front-ends, which was far more demanding for LHC than in the past, given the large number of channels, deep pipeline storage, time of flight and pile-up from particles looping in the magnetic field. Monitoring hits in the Tracker and comparing them with the beam structure was expected to provide some indication but not be sufficient to configure or control such a large system. The flexibility of the control system and access to the APV25 sampled pulse shape data provided a solution to this [36].

Another special requirement was to ensure buffers on the APV25s could not overflow by sending too many triggers in a short interval. Even though this is a rare situation with a L1 trigger rate of 100kHz, it is also inevitable, but the APV25 cannot warn of impending overflow in time to be useful because of the ~0.5µs transit time from the counting room to the interior of the Tracker. Counting triggers sent to the system is not a reliable or efficient solution because of the long delay in receiving data, made up of the transit time through CMS and the time needed to process APV data frames lasting 7µs each. This problem was solved by emulating the APV25 control logic outside the experiment. In principle, a single chip could replicate the state of every APV25 but a more powerful method was to emulate the pipeline logic in a custom FPGA on a module communicating directly with the trigger throttling system [37].
5.1
Control and monitoring system
The tracker control system consists of three main elements:

· a VME Front End Controller (FEC) card to manage the communication network and interfaces to the CMS control system,

· a network based on a simple token-ring architecture to communicate between control room and embedded electronics with long sections implemented using optical fibres and short ones on low mass copper cables,

· an embedded Communication and Control Unit (CCU) to link the communication network and front-end or any monitoring ASIC. The CCU is complemented by a Phase Locked Loop (PLL) ASIC on every module for recovery and local distribution of clock and trigger signals.

[image: image2.wmf]
Fig. 2. An alternative view of the CMS Tracker electronic system emphasizing the control features.

The communication architecture [38] is based on a ring to connect the FEC to CCUs and the CCUs between themselves with a specific protocol transporting data packets (messages) from the FEC to the channel controllers. Then control modules talk to front-end chips via channels with a second protocol. Each ring controls many front-end channels and high reliability is essential. A malfunctioning control element would be unacceptable so a redundancy scheme based on doubling interconnection lines and bypassing of CCUs is included.

5.2
Off-detector electronics
The microstrip tracker has more than 9 million detector channels and will generate at least half the CMS recorded data volume. The Front End Driver digitizes the data, finds hit clusters and performs zero suppression before transmitting to the central DAQ. At projected CMS trigger rates, the total input data rate on each FED will be approximately 3 GB.s-1. After zero suppression this reduces to roughly 50 MB.s-1 depending on strip occupancy which will vary from 0.5-3% in high luminosity LHC running. This was evident from the outset and was not a minor issue.
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Fig. 3. The layout of the final version of the Front End Driver (FED).

In total, 440 FEDs are needed to read out the 73,000 APV25s and had to meet tight budgetary constraints while maintaining data processing flexibility. It is likely that cluster finding will evolve during CMS operation and common mode and other noise conditions were not certain until the Tracker had been built. The CMS cost estimates were closely scrutinised in the phase when CMS was seeking approval and the idea that more than about 32 optical channels could be integrated onto a single 9U board (390mm by 400mm) was considered aggressive enough to require demonstration. The final FED layout (fig.3) has managed to achieve 96 optical channels per board [39]. 

Interestingly, although the cost of a board was considered a critical point in making early cost estimations, it was very hard to establish the real cost of many items, for example for a LEP project. Records of costs and how they were broken down were rather difficult to obtain.

Despite the demonstration of the integration density, the cost target remained a challenge because the design required an ADC (10bit, 40MHz), then considered the most demanding component for cost, power and integration density reasons. However, digital processing was originally foreseen to require ASIC developments but it was also predicted that this could be implemented in a more flexible form using Field Programmable Gate Arrays (FPGAs) provided the schedule permitted, allowing large enough devices to reach the market at an affordable price. Only during 2000 did this begin to seem a realistic prospect, which would have been a severe problem if the official LHC schedule at that time had been maintained, although this would have been true for almost every other part of CMS. In fact devices with the size and functionality became available, at a high price, for prototyping the first versions of the final boards and the cost fell remarkably quickly, as predicted by experts who had followed the evolution of earlier FPGA series [40]. By the time the full scale manufacture began in 2005, FPGAs which had been state-of-the-art components at the layout stage were well below the top of the line whose prices had probably reached their minimum, being superseded by more advanced parts.

Another important choice was to aim for a monolithic board, rather than build a series of daughter boards to mount on a carrier. The decision arose from a number of factors: cost, as the mother-daughter board solution would have been more expensive, reliability of connectors, density of boards in the system. However daughter boards potentially offer easier maintenance. To date the reliability of the boards has vindicated the choice.

The production of the 500 boards needed was still a concern, as there were many reports of difficulties with high quality production of large, multilayer PCBs and disparate conclusions about the best metallization finish which had been identified by some users as the origin of problems assembling boards with high density ball grid array packages. The FED is double-sided to accommodate approximately 6,000 components, with a high component density, especially in the sensitive analogue front end region, with 14 layers and almost 25,000 tracks.
In fact, manufacture went remarkably well, but this should not be attributed to chance or good fortune. A very close working relationship was developed with the vendor, with frequent on-site visits and an exchange of expert views on details of the design before it was constructed to optimize the layout from the manufacturing perspective. A simple to use test set-up was developed which was installed in the factory so boards could be tested before delivery and any faults not picked up by the automated inspection process could be rectified quickly. The final yield was remarkable: 99.8%, with relatively little rework required following delivery and usually of a minor nature, such as occasional dry joints not easily identified by close visual or x-ray inspection. At such levels, the quality of the components is a significant factor and it was beneficial to allow the vendor to be responsible for procurement of parts. The project clearly benefited from its overall scale, since orders of a few boards clearly cannot merit such detailed attention.

Operational experience has been equally good, with occasional problems which usually seem to be traceable to components malfunctioning under certain conditions. However, one small feature of the design has proved to be of major benefit. Because of concern about the valuable, and irreplaceable, opto-electronic components, the designers suggested incorporating on-board temperature sensing to shut down the board in case of over-temperature. The board air flow was studied carefully in lab tests to try to optimize it since the opto-receivers are mounted vertically in a line, so those at the top are cooled less efficiently than those below. 

During both commissioning and early operation this minor feature proved its value many times over, although not for the reasons originally anticipated. Rack and crate cooling proved to be a major headache: in achieving the quality of the plumbing, ensuring adequate water circulation, managing the detector control and safety systems, among other issues. Cooling systems have failed several times, usually at inconvenient times of the day or night when no-one is at hand. Even worse, other CMS boards have occasionally overheated, for example because of a poor ground connection, for which rack smoke and temperature sensors are the final protection. Users taking data often did not appreciate a FED switching itself off during early commissioning, but it was always found to be a symptom of a deeper problem with the environment, so was of great importance in preventing damage.

5.3
CMS choices
During development of a completely novel system on a large scale, such as the CMS Tracker readout, difficult issues are raised which cannot easily be decided on technical grounds, at least without prior knowledge of the future. One of the most important examples was the commitment to the type of optical system which had been chosen. Although the very earliest cost projections from industry later proved to be optimistic, realistic appraisal of the final costs was achieved within a few years and remained reliable for the lifetime of the project. The participants in the CMS Tracker project made a deliberate choice to work closely with industry, which required the development of good specifications which were rigorously adhered to during the procurement phase, and to base as much as possible on available commercial  parts, adapted to the application. This placed a load on the CMS team to qualify parts and ensure they met requirements, both before contracts were placed and during the procurement, but avoided the development of in-house parts in specialist technologies. Other projects approached this in different ways but the final cost of the CMS links seems to be equivalent, or less than, alternatives [41]. Operational experience will be a future measure of the success of the choices of in-house or commercial routes.

CMS could have made different choices at several stages. The optical link was the dominant part of the readout system cost and, as it proved, could have been significantly reduced only by decreasing the number of links drastically. This would have required a different readout architecture with on-detector sparsification and sharing of links between a greater number of detector modules. Similarly the early decision to use CMOS amplifier technology seems to have been vindicated in terms of performance, power and cost but this could never have been proven to be the right choice during the development phase. Had commercial development of 0.25µm CMOS technology not coincided with LHC, the CMS Tracker readout system might look quite different today.

6.
Applications elsewhere and lessons learned

One of the major benefits to the wider community from the Tracker development has been the deployment of components in other CMS sub-systems, and other projects. The optical links have been used for 800Mbps digital data transmission in the CMS ECAL and other projects, following the development of high speed serialisers in 0.25µm CMOS. The family of ancillary chips, such as the PLL, CCU, monitoring circuits, and buffers have been widely used elsewhere. The 0.25µm process was rapidly taken up by other users following the demonstration of the analogue performance of the APV25 and the relative ease of design in the technology, and the APV25 itself has been successfully used by many other projects for readout of silicon and gas detectors. The expertise gained by the Tracker team was put to good use in completely revising the ECAL readout at a very late stage, which was achieved very rapidly, partly by deploying Tracker components. The experience gained in the use of FPGAs during the evolution of the system allowed the development of components such as the APVe.

Are there general lessons to be learned from this experience? It has been certainly been beneficial to assemble a team who work closely with minimal competition and maximal co-operation; this takes time. Frequent meetings and close contacts are important to build trust and exchange information efficiently; small working meetings are more effective than large public gatherings. During developments which are still maturing, self-confidence is needed even when things look uncertain.

While the LHC schedule has been longer than anticipated, the Tracker electronics fortunately managed to stay in synchronization and not slip behind it, so early commissioning was possible. The discipline of knowing the system was going to be inaccessible may have been an advantage. The Tracker off-detector electronics was the first to be installed and operational in CMS, although it could not be fully commissioned until the Tracker was in place and services connected.

The early estimation of cost was essential and there was considerable pressure from outside to design a system which could plausibly be constructed within a modest per channel budget, which was largely achieved. However, as with other projects, development costs are usually not easily accounted for but, for a large scale project, can be absorbed. In particle physics, it is rare for costs to evolve downwards but modern technologies occasionally offer such benefits, such as the switch to commercial 0.25µm CMOS and the steady evolution of FPGAs. For a large system, there is benefit from the scale, but small errors in costs can become intolerable, while for small systems it is possible to overrun with tolerable impact. This account may have over-emphasised this aspect, but I believe maintaining control of costs was a big factor in the success of the project.

On several occasions during the CMS Tracker electronic development it became clear that close attention to commercial trends was advisable and almost any progress could be undermined rapidly by shifts in market priorities. It is practically unavoidable that advanced technological developments are both costly and risky and it is difficult to ensure a safe fallback position in all circumstances. Probably the only answer to this is to maintain sufficient expertise in a few laboratories, such as CERN, and ensuring a high calibre of expertise on the project, while guarding against over-ambition. With hindsight, this may be the biggest achievement in building this system.
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� It is conventional to use Mrad as a unit for ionizing dose; 1 Gray = 100rad. Hadron fluences often refer to 1 MeV equivalent neutrons and must be corrected for energy spectra and particle type.


� The chips developed by RD20 wrote voltages into the pipeline, hence the APV nomenclature which stood for Analogue Pipeline, Voltage mode.


�Actually extra logic would be required to ensure the three samples could be used even for closely spaced triggers so a rule requiring a minimum gap of two clock intervals between triggers is imposed. This gives 0.5% deadtime at 100kHz trigger rate.


� A “lot” is a batch of production wafers typically 24 wafers in size.
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